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Part 1 :  general considerations    Introduction

PGCM Projected Generator Coordinate Method

Beyond mean-field approximation of A-body nuclear problem (HFB)

Static correlations & collective spectroscopy

EC Eigenvector Continuation*

Emulate eigensolutions of parametrized hamiltonian 

D.Frame et al, PRL 121, 032508 (2018)

A.Ekstrom, G.Hagen, arXiv:1910.02922v1 (2019)

T.Duguet et al, arXiv:2310.19419v1 (2023)

*

PGCM-EC

Same underlying formalism

Taking advantage of

Emulate PGCM for arbitrary

with negligible cost

Uncertainty propagation

1/16



PGCM state Constrained HFB states

Symmetry restoring projection (N, Z, J)

Part 1 :  general considerations    GCM formalism

PGCM

Emulator needs to emulate both coefficients and subspace

Strong point of PGCM

Challenging point for emulator

Ab initio collective spectroscopy

obtained by extremizing energy in physically-inspired small-dimensional subspace

Full Hilbert space
PGCM space

Emulator training
       space
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HFB computations

Kernels

Diagonalise norm matrix
Keep eigenvalues 

Diagonalise in N eigenbasis

Get GCM spectrum
GCM space

Numerically undoable

Part 1 :  general considerations    GCM workflow

Interaction
parameter
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Part 1 :  general considerations    Emulator workflow
HFB states

Parameter independent off-diagonal kernels

Keep eigenvalues 
diagonalize in eigenbasis

Keep excited states Diagonalize norm

Keep eigenvalues 

get emulated spectrum

Training
parameters

Training vectors

in training space
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Part 1 :  general considerations    Emulator quality

Training space GCM space

Emulated
spectrum

   GCM
spectrum

 Space
distance

Emulator
  quality

Parameter
  distance

Parameter distance : Euclidean distance

Space distance        : Grassmannian distance

Emulator quality       : relative error

Are they correlated ?
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Part 1 :  general considerations    Grassmannian distance

*Ye and Lim, SIAM (2016)

*
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Part 1 :  general considerations    Grassmannian distance
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Part 2 :  Results     The model

Nominal parametrization

Fixed at 
nominal values

8/16



  

Part 2 :  Results     The model

Nominal parametrization

Fixed at 
nominal values
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Part 2 :  Results     Subspace distance
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Part 2 :  Results     Brute-force self-learning

For take as training point

the one minimizing ground state relative error

For very good reprodution of

good reprodution of

Best relative error : 0.3 %  (~ 0.4 MeV)

Best relative error : 3 %   (~ 4 MeV)
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Part 2 :  Results     Brute-force self-learning

For take as training point

the one minimizing ground state relative error

For very good reprodution of

good reprodution of

Best relative error : 0.3 %  (~ 0.4 MeV)

Best relative error : 3 %   (~ 4 MeV)

For very good reprodution of &

Best relative error : 0.3 %  (~ 0.4 MeV)

Training on excited states is necessary to emulate excitations

Very good accuracy
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For accuracy slowly degrades



  

Part 2 :  Results     Brute-force self-learning

For take as training point

the one minimizing ground state relative error

For good reprodution of excitations 1 & 2

bad reprodution of excitation 3

Best relative error : 4 %  (~ 160 keV)

Best relative error : 20 %  (~ 800 keV)
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Part 2 :  Results     Brute-force self-learning

For take as training point

the one minimizing ground state relative error

For good reprodution of excitations 1 & 2

bad reprodution of excitation 3

Best relative error : 4 %  (~ 0.16 MeV)

Best relative error : 20 %  (~ 0.8 MeV)

For good reprodution of excitations 1, 2 & 3

Best relative error : 4 %  (~ 0.16 MeV)

Training on excited states is necessary to emulate excitations

Good accuracy but not fantastic

For large accuracy keeps improving slowly
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Part 2 :  Results     Emulator vs simulator in fixed common space

Do emulation & GCM in a fixed common space

Emulation of GCM coefficients

No need to emulate GCM space

Best relative errors & 0.0002 %

0.001 %

0.01 %
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Part 2 :  Results     Emulator vs simulator in fixed common space

Do emulation & GCM in a fixed common space

Emulation of GCM coefficients

No need to emulate GCM space

Best relative errors & 0.0002 %

0.001 %

0.01 %

GCM subspace emulation is the limiting factor

Agrees with previous work on Eigenvector Continuation

Lee, Frame & Sarkar Hergert

Need to investigate subspace distance

0.003 %

0.01 %

0.1 %
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Part 2 :  Results     Under-training and over-training

Over training Optimal training Under training

Variational principle
PGCM space

Over training Optimal training

Under
training
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Part 2 :  Results     Correlation of emulator quality with subspace distance

For and

Mean ground-state energy error
                      strongly correlated with mean distance

(Large) error dominated by GCM space
             too distant from training space

Distance from 4 to 10

Mean error around 10%

Strong correlation between error
                         and distance to training
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Part 2 :  Results     Correlation of emulator quality with subspace distance

For and

For and

Mean ground-state energy error
                      strongly correlated with mean distance

(Large) error dominated by GCM space
             too distant from training space

Distance from 4 to 10

Mean error around 10%

Strong correlation between error
                         and distance to training

All distances to training space reduced to ~1

Mean error down to 0.2 %

Residual error dispersion 
              not correlated with residual distance

14/16

Due to over-training



  

Part 2 :  Results     Computational cost

For large emulators :

For 106 computations : gain of 104

Gain for large computation number

To be compared with
             105 from Erkstrom et al. (2019)
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Conclusion & perspectives

16/16

-Emulation of charge radii (already done but not shown)

-Including projection on J and emulation of electromagnetic transitions

-Moving to Chiral EFT Hamiltonians

-Large scale applications and sensitivity analysis

Perspectives

Conclusion

-Good reproduction of absolute and excitation enrgies

-Emulation limited by lack of common space

-Large computational speedup
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