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BASICS OF RECENT BAYESIAN ANALYSES BAYESIAN PARAMETER ESTIMATION

BAYESIAN INFERENCE

Parameter estimation: Given a model, what parameter values are compatible with experiment,
and with what precision can we determine them?
Can use Bayesian inference — useful for systematic treatment of uncertainty
Experimental data (D) and model parameters (p) associated with probability distributions
Bayes’ theorem relates conditional probabilities.

Pr(p &D) = Pr(p)× Pr(D|p) = Pr(D)× Pr(p|D)

prior× likelihood = evidence× posterior

We want Pr(p|D) =
Pr(p) Pr(D|p)

Pr(D)

Obtain likelihood Pr(D|p) from comparison with data

Pr(D|p) ∝ e−χ2/2

with χ2 = (D −Model(p))T Σ−1 (D −Model(p))

and Σ = uncertainty covariance (exp. and theor.)

Also need prior Pr(p)
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BASICS OF RECENT BAYESIAN ANALYSES MODEL EMULATION

MODEL EMULATION

Probing posterior requires many samples of model
An emulator can serve as fast proxy
More than a few parameters =⇒ large multidimensional space =⇒ need emulator
Gaussian process emulators have been successful

Uses Bayesian statistics to represent outputs as a Gaussian process on parameter space
Requires fairly smooth dependence on parameters

Other techniques and recent developments can help further — PCA, transfer learning,
multi-fidelity emulation, etc.

CAPÍTULO 5. DETERMINAÇÃO DOS HARMÔNICOS DE FLUXO - CASO DINÂMICO51

Figura 5.3: Exemplo de aplicação do processo gaussiano para interpolar alguns pontos
de design. A linha preta é a função escolhida como teste e a linha azul é formada pelos
resultados fornecidos pelo emulador.

Para a escolha dos pontos de design, geralmente é usada a técnica do hipercubo latino,
em que cada cada linha e coluna contém apenas um ponto. Em outras palavras, o espaço
de parâmetros é dividido em N linhas e N colunas de modo que não há dois pontos numa
mesma linha ou coluna3. A fig.(5.4) ilustra esta técnica para o caso bidimensional.

Além disso, a validação do emulador é essencial para checarmos se os resultados pro-
duzidos por ele serão confiáveis ou não. No apêndice G é explicado em detalhes como esse
processo foi feito e o grau de incerteza devido ao emulador.

3Esta divisão em linhas e colunas tem apenas fins didáticos pois em geral estamos num espaco com n
dimensões
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MODELS AND PARAMETERIZATIONS MODEL

RECENT MULTI-ION ANALYSES

Various multi-system analyses have been done, e.g.:
Duke (pPb & PbPb) — PRC 101 (2020) 2, 024911
Trajectum (pPb & PbPb) — PRL 126 (2021) 20, 202301; PRC 103 (2021) 5, 054909
JETSCAPE (PbPb & AuAu) — PRL. 126 (2021) 24, 242301; PRC 103 (2021) 5, 054904;

Let’s review the models and parameterizations used:
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MODELS AND PARAMETERIZATIONS MODEL

TIME LINE OF HEAVY-ION COLLISION
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MODELS AND PARAMETERIZATIONS MODEL

HYDRODYNAMICS

Main workhorse: 2nd order relativistic viscous hydrodynamics
Equation of state from Lattice ε(p)

Unknown quantities: transport coefficients
Shear ηs (T ) and bulk viscosity ζ

s (T )

2nd order transport coefficients τπ (JETSCAPE, Trajectum), τΠ, τππ (Trajectum)

8

All transport coe�cients depend on the equilibrium proper-
ties of the system, which we characterize with the temperature
T .10 We parametrize the ratios of shear and bulk viscosity to
entropy density — the unitless specific viscosities — instead
of parametrizing the viscosities themselves. A depiction of the
parametrizations for the specific bulk and shear viscosities is
shown in Fig. 1.

FIG. 1. Depictions of the parametrizations of specific bulk (left) and
shear (right) viscosity as functions of temperature. The specific bulk
viscosity has the form of a skewed Cauchy distribution, while the spe-
cific shear viscosity is piecewise-linear, with in general two di�erent
slopes. Both shear and bulk viscosities are required to be positive-
definite to satisfy the second law of thermodynamics. The exam-
ple for (⌘/s) shown here has a positive low-temperature and high-
temperature slope (alow, ahigh>0).

For the specific shear viscosity, ⌘/s, we assume that it has a
single inflection point at or above the deconfinement transition
[81]. The position of this inflection point in temperature, T⌘ ,
is a parameter, as is the value of ⌘/s at this point, (⌘/s)kink.
A linear dependence of ⌘/s on temperature is assumed, with
slopes alow below and ahigh above the inflection point, with
both positive and negative slopes allowed. Negative values for
⌘/s are not allowed. The formula for this parametrization is

⌘

s
(T ) = max

h ⌘
s

���
lin
(T ), 0

i
, (25)

with
⌘

s

���
lin
(T ) = alow (T�T⌘)⇥(T⌘�T ) + (⌘/s)kink

+ ahigh (T�T⌘)⇥(T�T⌘). (26)

Theoretically expected is a negative slope at temperatures be-
low T⌘ , i.e. alow < 0, and a positive slope at temperature above
T⌘ , i.e. ahigh > 0 [82]. Nevertheless, in this work, we will al-
low both slopes to take negative and positive values: the aim
is to ascertain whether phenomenological constraints are con-
sistent with the theoretical expectations.

For the specific bulk viscosity, we assume that it peaks near
the deconfinement temperature and that this single peak can
be captured with a skewed Cauchy distribution:

⇣

s
(T ) =

(⇣/s)max⇤
2

⇤2 + (T � T⇣)
2 , (27)

⇤ = w⇣ [1 + �⇣ sign (T�T⇣)] .

Here T⇣ is the position and (⇣/s)max the value of the peak; w⇣

and �⇣ control the width and skewness of the Cauchy distribu-
tion, respectively. Allowing for a non-vanishing skewness is a
generalization compared to Ref. [27].

Previous studies [7–10, 83] suggest that ⇣/s for QCD peaks
near the deconfinement transition. The functional form of its
temperature-dependence is still not well understood. Below
the transition (T . 150 MeV), the bulk viscosity is under-
stood to be non-zero. We emphasize that we do not attempt to
describe the dependence of the bulk viscosity below the parti-
clization temperature of our model (discussed in the next sec-
tion) which is never smaller than 135 MeV. The fact that our
parametrization of (⇣/s)(T ) rapidly approaches zero at low
temperature should therefore not be read as a physical feature:
this low temperature range is never described by the hydrody-
namic code, but rather microscopically by a hadronic transport
model. While we thus cannot make any statements about the
bulk viscosity of QCD matter at these low temperatures it has
recently been estimated in the SMASH transport model [7].

Previous theoretical work [80, 84–88] suggests that, in the
absence of conserved charges, the shear relaxation time can be
well captured by following temperature dependence:

T ⌧⇡(T ) = b⇡
⌘

s
(T ) (28)

where b⇡ is a constant that we consider unknown. The lin-
earized causality bound [89] requires b⇡ � (4/3)/(1�c2

s)� 2.
Refs. [80, 84–87] showed for a variety of weakly and strongly
coupled theories other than QCD that this causality bound is
respected, with b⇡ varying between ⇠2 and ⇠6; we use these
values to limit the prior range explored for b⇡ in our parameter
estimation.

Previous investigations of the e�ects of the shear relax-
ation time and other second-order transport coe�cients on soft
hadronic observables have found them to be of modest phe-
nomenological importance [25, 77, 78, 90], consistent with
general theoretical expectations (see e.g. Ref. [91]). Never-
theless varying the shear relaxation time in this work provides
additional quantitative insights into the typical magnitude of
e�ects from a second-order coe�cient on the Bayesian con-
straints for the first-order transport coe�cients.

C. Particlization

Particlization is not a physical process but a change of lan-
guage from a description in terms of macroscopic fluid dynam-
ical degrees of freedom to a microscopic kinetic description in
terms of particles with positions and momenta. We here imple-
ment it on a surface of constant “switching” or “particlization”
temperature Tsw. In principle, this translation requires simul-
taneous applicability of both approaches. Since hydrodynam-
ics rapidly breaks down below the confinement transition be-
cause the mean-free path increases as a consequence of color
neutralization, while the strongly-coupled nature of the color
confinement process itself makes kinetic theory inapplicable
during the phase transition, this condition puts rather tight the-
oretical constraints on the temperature range for the particliza-
tion procedure. We here impose these constraints through a
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MODELS AND PARAMETERIZATIONS MODEL

INITIAL CONDITIONS FOR HYDRODYNAMICS

Nucleus
Nucleon positions sampled from Woods-Saxon
Reject nuclei with nucleons closer than dmin

Trento
Boost invariant
Participant nucleons determined by b-dependent cross section with width parameter w
Energy density at time τ = 0+ proportional to generalized mean of nuclear thickness functions
multiplied by a random fluctuation γ of variance σ2

k .

τε(x) = NTR (x⊥; p) = N
(

T p
A (x⊥) + T p

B (x⊥)

2

)1/p

TA(x⊥) =
∑
i∈A

γiρ(x⊥ − xi,⊥)

Nucleon substructure (Duke, Trajectum): Nucleon consists of nc constituents of width ν

Free steaming
Energy spreads out isotropically with transverse velocity v = 1 (Duke, JETSCAPE) or v ≤ 1
(Trajectum) for time τfs, which can depend on energy via exponent α (JETSCAPE)
Full energy-momentum tensor at τfs used as initial condition for hydro
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MODELS AND PARAMETERIZATIONS MODEL

HADRONIC AFTERBURNER

Switch from fluid to particles (hadrons) at Tsw

Equilibrium distribution function given by kinetic theory, but viscous corrections non-universal
Estimate uncertainty via 3 models

Grad (JETSCAPE)
Chapman-Enskog (JETSCAPE)
Pratt-Torrieri-Bernhard (Duke, Trajectum & JETSCAPE)

Collisions and decays via SMASH (JETSCAPE & Trajectum) or UrQMD (Duke)
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MULTI-ION ANALYSES AND RESULTS

SYSTEMS AND OBSERVABLES

Systems
Duke (pPb & PbPb)
Trajectum (pPb & PbPb)
JETSCAPE (PbPb & AuAu)

Observables
Charged hadrons

Multiplicity dNch/dη
Transverse energy dET /dη (Trajectum, JETSCAPE)
pT fluctuations δpT /〈pT 〉 (Trajectum, JETSCAPE)
Integrated anisotropic flow (Duke, JETSCAPE) v2{2}, v3{2},
v4{2}
〈pT 〉 (Duke)

Identified hadrons (pion, kaon , proton)
Yield dN/dy (Trejectum, JETSCAPE)
〈pT 〉 (Trajectum, JETSCAPE)
Differential anisotropic flow (Trajectum) v2{2}(pT ), v3{2}(pT )
pT spectra (Trajectum)

18

FIG. 13 Model calculations using the maximum a posterior (MAP) parameters compared to experiment. Colored lines are
model calculations for p-Pb collisions (left) and Pb-Pb collisions (right) at

p
sNN = 5.02 TeV. Points with error bars are the

experimental data with statistical uncertainties, and gray bands their corresponding systematic uncertainties, from CMS [75]
and ALICE [72–74, 76]. The sub-axes show the ratio of model over data where available with gray bands indicating ±10%.
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MULTI-ION ANALYSES AND RESULTS

BAYES

Prior Pr(p): each parameter given uniform
prior within pre-defined range
Compare model output to data to obtain
likelihood
Pr(p|D) ∝ Pr(p) Pr(D|p)

12

Norm. Pb-Pb 2.76 TeV N [2.76 TeV] [10, 20] temperature of (⌘/s) kink T⌘ [0.13, 0.3] GeV
Norm. Au-Au 200 GeV N [0.2 TeV] [3, 10] (⌘/s) at kink (⌘/s)kink [0.01, 0.2]
generalized mean p [–0.7, 0.7] low temp. slope of (⌘/s) alow [–2, 1] GeV�1

nucleon width w [0.5, 1.5] fm high temp. slope of (⌘/s) ahigh [–1, 2] GeV�1

min. dist. btw. nucleons d3
min [0, 1.73] fm3 shear relaxation time factor b⇡ [2, 8]

multiplicity fluctuation �k [0.3, 2.0] maximum of (⇣/s) (⇣/s)max [0.01, 0.25]
free-streaming time scale ⌧R [0.3, 2.0] fm/c temperature of (⇣/s) peak T⇣ [0.12, 0.3] GeV
free-streaming energy dep. ↵ [–0.3, 0.3] width of (⇣/s) peak w⇣ [0.025, 0.15] GeV
particlization temperature Tsw [0.135, 0.165] GeV asymmetry of (⇣/s) peak �⇣ [–0.8, 0.8]

TABLE I. A list of all priors used (see Sec. III for the definitions of the model parameters). All prior distributions are assumed to be uniform
and nonzero within the range quoted, and zero outside. The Table does not exhibit the step functions that ensure non-negativity of the shear
viscosity at all temperatures (see Eq. (25)).

It is essential that the construction of the prior distribution
should not be informed by the same data that will be used in
performing parameter estimation. In particular, the posterior
of earlier analyses that used the same data sets should not in
any way be used as a prior for a new analysis: it would be an
attempt to use the same measurements twice, as well as being
likely inconsistent given di�erences in the models.

When selecting a prior di�erent factors must be consid-
ered. Theoretical constraints are important, including self-
consistency concerns for the model and/or conservation laws
or symmetries that must be respected, all of which are
problem-specific. Within these constraints, a range of di�erent
priors is possible. There are methods aimed at reducing sub-
jectivity in the choice of priors; examples include maximum-
entropy priors [126]. In this work we focus on a careful selec-
tion of the range of the priors, rather than on the exact form
of the prior probability distribution for each parameter. In the
following two paragraphs we illustrate this selection process
for a subset of the parameters.

a. Initial conditions: There are physical constraints on
the prior for the width parameter w in TRENTo: when choos-
ing a reasonable range of values one must keep in mind that
the electric charge radius of the proton is about 0.9 fm. The
width parameter w in TRENTo should likely not be allowed to
be much smaller or larger than this value.

b. Transport coe�cients: The ranges of allowed shear
and bulk viscosities are important priors. First, both viscosi-
ties should be non-negative, to ensure the second law of ther-
modynamics, i.e. a positive entropy production rate. At the
opposite end of the allowed range, the applicability of hy-
drodynamics becomes debatable when the viscous part of the
energy-momentum tensor is large compared to the ideal part.
This can happen when the shear and bulk viscosities are large.
For self-consistency it is thus desirable that the prior ranges
of ⌘/s and ⇣/s exclude unreasonably large values. Though
exploring large values of the viscosities may be physically in-
teresting, it would push the hydrodynamic component of our
model outside its regime of validity. If the experimental data
require larger viscosities than included in our prior, this should
be visible in our posterior distributions for these transport co-
e�cients, as well as in a low value for the model evidence, i.e.
a bad fit of the data for any viscosity within the allowed prior
range. The shear relaxation time also has physical constraints.
As discussed in Section III B, there is a minimum value for
b⇡ = T ⌧⇡/(⌘/s) set by causality of the linearized equations,

b⇡ & 2, and theoretical evaluations of b⇡ within a number of
microscopic theories ranging from weakly to strongly coupled
provide some theoretical guidance for the most likely range of
this parameter.

In the present analysis, for simplicity all of the parameters
(denoted by the vector x) are assigned a uniform prior proba-
bility density P(x) on a finite range. These ranges are listed
in Table I; as discussed above, they have been chosen with cer-
tain theoretical biases. The priors for di�erent parameters are
assumed to be independent, so that the joint prior is simply
given by their product,

P(x) /
Y

i

⇥(xi � xi,min)⇥(xi,max � xi), (43)

where i runs over all the model parameters in x. Note that uni-
form priors are not uninformative priors. Moreover, the choice
of priors in principle a�ects the results of the Bayesian param-
eter estimation, especially in situations where the data do not
have su�cient information to correct prior prejudice. For in-
stance, in this work, we require (⌘/s)(T ) and (⇣/s)(T ) to be
given by specific parametrizations, with each of the param-
eters sampled from a uniform prior. The resulting prior for
(⌘/s)(T ) is, however, not uniform as a function of temper-
ature; thus, our choice of parametrization informs our prior.
A plot showing credible intervals for the prior for the shear
and bulk viscosities is shown in Fig. 2. We see that this prior

FIG. 2. Credible intervals of the prior probability density for the spe-
cific bulk (left) and shear (right) viscosities that we use when per-
forming Bayesian parameter estimation. The 60%, 90% and 100%
credible intervals (C.I.) are shown.

encapsulates our belief that the bulk viscosity should have a

Parameter Symbol Prior Parameter Symbol Prior
Norm. Pb-Pb 2.76 TeV N[2.76 TeV] [10, 20] temperature of (η/s) kink Tη [0.13, 0.3] GeV
Norm. Au-Au 200 GeV N[0.2 TeV] [3, 10] (η/s) at kink (η/s)kink [0.01, 0.2]
generalized mean p [–0.7, 0.7] low temp. slope of (η/s) alow [–2, 1] GeV−1

nucleon width w [0.5, 1.5] fm high temp. slope of (η/s) ahigh [–1, 2] GeV−1

min. dist. btw. nucleons d3
min [0, 1.73] fm3 shear relaxation time factor bπ [2, 8]

multiplicity fluctuation σk [0.3, 2.0] maximum of (ζ/s) (ζ/s)max [0.01, 0.25]
free-streaming time scale τR [0.3, 2.0] fm/c temperature of (ζ/s) peak Tζ [0.12, 0.3] GeV
free-streaming energy dep. α [–0.3, 0.3] width of (ζ/s) peak wζ [0.025, 0.15] GeV
particlization temperature Tsw [0.135, 0.165] GeV asymmetry of (ζ/s) peak λζ [–0.8, 0.8]
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MULTI-ION ANALYSES AND RESULTS

DUKE

Multiply prior by likelihood to
obtain posterior —
multidimensional probability
density
Visualize by marginalizing over all
but 1 or 2 parameters:

14

FIG. 9 Bayesian posterior distribution of the model input parameters. The diagonal panels show the marginalized
distributions of individual model parameters, while o↵-diagonal panels show the joint distributions for pairs of model
parameters, visualizing their correlations. The marginalized distribution medians and 90% credible intervals are annotated
along the diagonal.
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FIG. 12 Left figure: estimated temperature dependence of the QGP specific shear viscosity (⌘/s)(T ) determined by the
present Bayesian analysis of p-Pb and Pb-Pb collisions at

p
sNN = 5.02 TeV (orange line/band) compared to a previous

Bayesian analysis of Pb-Pb collisions at
p

sNN = 2.76 and 5.02 TeV (blue line/band) [49]. The lines are the medians of each
posterior distribution, and the bands are their 90% credible regions. Right figure: same as before, but for the temperature
dependence of the QGP specific bulk viscosity (⇣/s)(T ).

are shown in blue. In general, our estimates are broader
and less certain but otherwise self-consistent. Evidently,
the combined analysis of Pb-Pb data at

p
sNN = 2.76

and 5.02 TeV in Ref. [49] provides a better constraint on
the QGP viscosities which is not surprising given the ad-
ditional observables and multiple beam energies studied.
The p-Pb data, meanwhile, does not appear to provide
any unique viscous constraints.

C. Verification of high-probability parameters

We verified the emulator and tested the accuracy of
our physics model framework using a single set of high-
probability parameters selected from the Bayesian pos-
terior. These parameters, listed in Table IV, are the ap-
proximate “best fit” values of the calibrated model, com-
monly referred to as the maximum a posteriori (MAP)
estimate:

xMAP ⌘ arg max
x

P (Hx|E). (55)

We then ran O(106) minimum-bias and multiplicity trig-
gered events using the MAP estimate xMAP and com-
puted all of the model observables listed in Sec. III B.
The resulting model calculations are shown in Fig. 13
alongside experimental data from CMS [75] and ALICE
[72–74, 76]. The left and right columns show the results
for the p-Pb and Pb-Pb collision systems respectively,
and each row shows a di↵erent group of related observ-
ables.

The global agreement of the MAP model calculations
with the experimental data is very good. The largest

tension is observed in the two-particle cumulants v2{2}
and v3{2} of the p-Pb system, although even that ten-
sion is only about 10–15%. Quite remarkably, the model
perfectly describes the shape of the p-Pb and Pb-Pb two-
particle correlations which is strong evidence that these
correlations are hydrodynamic in origin. Moreover, we
obtain an excellent description of the p-Pb mean pT , al-
though this fit is somewhat less meaningful since we are
unable to calibrate on the Pb-Pb mean pT simultane-
ously (data is not yet available). Additionally, the model
provides a simultaneous description of the p-Pb and Pb-
Pb charged-particle yields using a single entropy deposi-
tion parameter p = 0. This is the exact same general-
ized mean p-value supported by multiple previous studies
[45, 46, 49, 50]. Evidently, this scaling continues to hold
for initial conditions with sizable nucleon substructure.

We also present calculations for several observables
which were omitted from the calibration due to the sta-
tistical limitations of our training data. Here our MAP
event sample is several orders-of-magnitude larger so the
statistics are no issue. The bottom-right panel of Fig. 13
shows our model calculation for the four-particle ellip-
tic flow cumultant v2{4} along with the measured data
points from ALICE [74]. We see that the MAP estimate
nicely describes the measured v2{4} data which is en-
couraging since this particular observable was never used
to calibrate the model.

The relative mean pT fluctuation �pT /hpT i is another
important bulk observable to test the predictions of the
calibrated model. It measures the dynamical component
of event-by-event mean pT fluctuations, quantified by the
two-particle correlator

(�pT )2 = hh(pT,i � hpT i)(pT,j � hpT i)ii. (56)

Note: not a simple comparison of adding an additional ion
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FIG. 1. Posterior distributions for all model parameters fitted to PbPb and pPb (solid) or PbPb only (dashed, not applicable
to pPb norm) data. Values indicate the expectation values with the 90% highest posterior density credible interval.
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FIG. 2. A selection of the experimental data used together with 100 samples drawn from Fig. 1, with at (top) Multiplicities and
transverse energy versus centrality (left), pT spectra for pions, kaons and protons for 0-5% (solid) and 40-50% (dashed, *0.1)
centrality classes (middle) and v2{2} versus pT for 0-5% (dashed) and 20-30% (solid).
(bottom) vn{k} versus centrality for PbPb collisions at top LHC energy (left), mean transverse momenta for pPb collisions
versus centrality (middle) and ṽn{k} for pPb collisions depending on multiplicity class (right).

given by the 14-moment approximation [13], where we
keep only the transport coe�cients used in [7]:

D⇧ = � 1

⌧⇧
[⇧ + ⇣r · u + �⇧⇧r · u⇧� �⇧⇡⇡

µ⌫�µ⌫ ] ,

�µ
↵�

⌫
�D⇡↵� = � 1

⌧⇡
[⇡µ⌫ � 2⌘�µ⌫ + �⇡⇡⇡

µ⌫r · u

� �7⇡
hµ
↵ ⇡⌫i↵ + ⌧⇡⇡⇡

hµ
↵ �⌫i↵ � �⇡⇧⇧�µ⌫ ]. (1)

The pressure is given in terms of the energy density by
the hybrid HotQCD/HRG equation of state [14–16]. We

parameterize the first order transport coe�cients ⌘ and ⇣
in terms of the dimensionless ratios ⌘/s and ⇣/s. In par-
ticular, ⌘/s = a+b(T �Tc)(T/Tc)

c, with a minimal value
a = (⌘/s)min at Tc = 154MeV, a slope b = (⌘/s)slope

and a curvature c = (⌘/s)crv. The bulk viscosity ⇣/s is
described by an unnormalized Cauchy distribution with
height (⇣/s)max, width (⇣/s)width and peak temperature
(⇣/s)T0

. The second order transport coe�cients ⌧⇧, �⇧⇧,
�⇧⇡, ⌧⇡, �⇡⇡, �7, ⌧⇡⇡ and �⇡⇧ are also given in terms of

QGP properties: better constraint on bulk viscosity by adding pPb to PbPb data?
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JETSCAPE

AuAu AuAu + PbPb

Combining ions changes posterior — but mostly due to collision energy?
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QUESTIONS

1 What can we learn about hot QGP by colliding multiple ions?
Most obvious: scan system size

Viscous effects =⇒ gradients =⇒ size
Deviation from hydrodynamic behavior as size decreases
Centrality also scans size. What do we gain from colliding smaller ions?

Secondary effects: better knowledge of initial state =⇒ better measurement of QGP properties
Other?

2 What benefit do we get by adding ions to, e.g., p-A + A-A analysis?
3 We already have various ions

LHC: p-Pb, Xe-Xe, Pb-Pb, (O-O?)
RHIC: p-Au, d-Au, 3He, Au-Au, Ru-Ru, Zr-Zr, U-U, Cu-Cu, O-O. . .

what benefit do we get by adding more?
Fill in more sizes to better probe onset of viscous effects and/or breakdown of hydrodynamics?
Sensitivity of sub-nuclear scales a can be slowly turned on
Do we need better quantitative estimates of the benefit of adding specific ions?
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three-particle chains; in principle, due to the non com-
mutativity of the operators in Eq. (2), the chains are
A-body operators. Moreover, we restricted our calcu-
lations to three particles which are within a given ra-
dius from the active particle in the Metropolis algorithm.
It should be stressed that these kinds of simplifications
are not suggested by specific physics arguments but are

FIG. 6. (Color online) The effect of different models of realis-
tic correlations on the relative fluctations of eccentricity; see
text for explanation.

rather dictated by the enormously increasing computing
time. As a result, the truncation obviously induces some
amount of uncertainty in our results. The overall trend,
that the full correlations seem to bring the results back
toward the no correlation case, is nevertheless what we
wish to emphasize here.

In order to illustrate the effect of the truncation, we
have repeated the calculation with configurations includ-
ing only two-body, realistically correlated clusters (2b
only), and compared with the three-body calculation out-
lined above (3b chains). The results for ∆ε2/ε2 are com-
pared with the corresponding uncorrelated and central
correlation case in Fig. 6. Interestingly, it can be seen
that the full correlations with the 2 body chains cause
an effect into the opposite direction than the more ad-
vanced 3b chains do. Although beyond the scope of this
paper, it would be interesting to study how sensitive the
considered anisotropies, and also the higher moments of
participant matter distribution, are to the higher-order
chains of two-body state-dependent correlations and to
the genuine three-body correlations which we have not
included here. The outcome of such a study is, however,
difficult to predict, due to the complicated interplay of
attraction and repulsion between the three particles in
different spin and isospin states.

IV. CONCLUSIONS

In this paper we have charted some of the uncertainties
in the computation of the initial state anisotropies from
the Monte Carlo Glauber model. We used two differ-
ent ways of modeling the inelastic interactions between
the colliding nucleons. The difference between these two
cases gives us an estimate about the uncertainties related
to this part of the model: in central collisions the details
of the interaction model play a minor role, but in the
peripheral collisions such details can cause uncertainties
up to 10% in the first three harmonics ε1, ε2 and ε3. We
also checked that with these two interaction models the
difference in the number of wounded nucleons and binary
collisions remains small in central collisions, but at im-
pact parameters 10-15 fm the difference can be around
10%. We also note that during the writing process of this
article, a similar nucleon interaction model study was re-
leased in Ref. [65]. The main differences to our study are
the different form of the elastic NN scattering amplitude
as well as the treatment of the NN correlations.

We also presented a study of the effects of NN corre-
lations with an update of correlated configurations and
extended discussion as compared with the previous pub-
lished papers on this subject. We confirmed that the
inclusion of centrally correlated nucleon configurations
produce the effects to eccentricity and its relative vari-
ance as was claimed by Ref. [57]. As a new result, we ob-
served that the inclusion of realistically correlated config-
urations (two-body full correlations, three-body chains)
seems to essentially cancel this effect and bring the re-
sults back close to the no correlations case. The effect
is similar for dipole asymmetry and triangularity as for
eccentricity. However, we also showed that there are still
uncertainties caused by the truncation done in the nu-
cleon configuration calculation with full correlations and
we expect three-body correlations to play a role.

In this paper we studied two sources of additional un-
certainty in the Monte Carlo model calculations for the
initial state anisotropies. The uncertainty caused by the
studied effects to these anisotropies was found to be max-
imally of the order of 10%. Now that – thanks to the
recent developments in event-by-event hydrodynamics –
more precise comparisons of flow coefficients between the
data and the theory are becoming possible, it is impor-
tant to chart all the relevant uncertainties to this preci-
sion, so that the QCD matter properties could eventually
be determined from the measured particle spectra and
their azimuthal asymmetries.
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Ignoring correlations can be better than including only radial repulsion
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Heavy-Ion collisions

Effects of non-trivial proton geometry 
essential for description of  
flown p+A collision

Heavy-Ion phenomenology can not 
properly distinguish geometry (e2) and 
magnitude of response (v2~k22 e2)  

Not clear if Hydrodynamics  
quantitatively accurate for p+A
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Crucial test in upcoming O16+O16 
where medium properties are similar 
to high mult. p+A but geometry is 
(well?) constrained from nuclear 
structure

Mäntysaari, Schenke, Shen, Tribedy, PLB 772 (2017) 681-686

S. Schlichting, talk yesterday
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