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Electron scattering on nuclei – a glimpse of history   

u  1951, Illinois Betatron:  E = 15.7 MeV     

u  1953 – mid 60’s, Stanford, E = 100 – 500 MeV  

 

 
 
 
u  1961: R. Hofstadter – Nobel prize 

“for his pioneering study of electron scattering in atomic 
nuclei and ... … the structure of the nucleons” 
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energy range is approximately j..3 percent and centers on the
peak. While systematic errors have not been investigated, it
appears probable from the results of many runs that the shape of
the curve in Fig. 3 will not change appreciably. Thus the prominent
diffraction peaks predicted by Parzens and others (e.g., at 75')
for a uniform distribution of charge in heavy nuclei are not ob-
served. Possible interpretations of the curve are: (a) the nuclear
boundary in gold is not sharp and the charge distribution tapers
oif gradually, (b) inelastic effects may "fill up" the minima of the
diffraction curves. Because of the very large fall-oG in intensity as
a function of angle of scattering (approximately 104 between 35'
and 100') the explanation (b) would not appear to be complete.
The angular distribution observed experimentally in beryllium

at 116Mev appears to fit (though not perfectly) a point charge
distribution much more closely than in gold. This fact suggests
that no large systematic error is present in the experiments.
One of the authors (R.H.) wishes to thank Professor D. L.

Webster for a fruitful discussion.
+ This work was initiated and aided at all stages by a grant from the

Research Corporation.
/Assisted by the joint program of the U. S. 0%ce of Naval Research

and the U. S. Atomic Energy Commission.' Snyder, Rubin, Fowler, and Lauritsen, Rev. Sci, Instr. 21, 852 (1950).
g G. Parzen, Phys. Rev. 80, 335 (1950).
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F&G. 2, Elastic scattering curves at 116 Mev for carbon and hydrogen in
a polyethylene target.

quadratic function of the incident energy and therefore improved
separation of isotope peaks will occur at higher incident energies.
This new method clearly permits a study of the scattering from
hydrogen and deuterium using solid targets.
A preliminary angular distribution (Fig. 3) has been obtained

for gold by using the peak intensity of the elastic curves as a
measure of the scattering cross section. The width of the accepted
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FIG. 3. Typical angular distribution obtained at 116 Mev with a 0.002-
inch gold foil. The gold foil was oriented at 45' with respect to the incident
beam for all angular settings of the spectrometer magnet.

The Grain Density in the Tracks of 117- and
222-Mev ~—Mesons in Emulsions

A. H. MORRISH
Radiation I.aboratory, McGill Unf'7fersity, -Montreal, Canada

(Received May 11, 1953)

&HE variation of the grain density in tracks of singly charged
particles moving with velocities close to the speed of light

has been the subject of a number of investigations, both experi-
mental' ' and theoretical, " in the past few years. The studies
have assumed particular interest, since the small increase that
exists between the minimum at W/me~~4 (W is total energy)
and W/iacs —+~, has provided, in certain favorable circumstances,
a means of identifying heavy rnesons produced in high-energy
nuclear disintegrations.
The con6rmation of this small increase has been facilitated by

improvements in technique: one of the most important of these
has been the introduction of the "blob" or "extended" counting
convention. 4 A detailed analysis of the statistical fiuctuations that
occur when this counting convention is used has recently been
published. "
While the existence of a minimum is now welf established, cer-

tain finer details remain in doubt. These include the exact amount
of the rise (it is about 10&5 percent), and the precise energy at
which the plateau is reached. An accurate measurement in the
region just below the minimum of ionization, where the polarization
eR'ects are very small, would also be of value. The production of
fast 7r -meson beams by the University of Chicago synchrocyclo-
tron makes such an experiment possible.
Ilford G5 photographic emulsions, 400 microns thick, were

exposed in succession to the 122-Mev and the 227-Mev 7r -meson
beams from the accelerator. The directions of the two beam into
the plates were mutually perpendicular, in order to facilitate easy
and rapid identification of their tracks. .-In addition some x+
mesons were stopped in the plates. The electron tracks produced
in the ensuing x—p—e decay were used to give a measure of the
"plateau" grain density existing in the plates. The blob counting
convention was employed throughout this work.
Sufficient meson track length was found in 0.2 cm' area; thus,

limiting the scanning to this region almost certainly eliminated
any chance of nonuniform sensitivity or development. This area
was 1 cm away from the edges of the plate that faced the beams.
Therefore the energy of the mesons used was slightly less because
of loss of energy by ionization. It is believed that they were well
within the range of 117&5and 222~5 Mev, respectively. A fur-
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Furthermore, the same distribution must 6t the data at
all energies if the particular model and the interpre-
tation given by Eq. (39) are correct. Without going
into details at this point the 6t of one particular model
is shown in Fig. 26. In this case, the model is the
exponential distribution for both charge density and
magnetic moment density. The rms radius of each
distribution is taken as 0.80 fermi. From Eq. (39) and
the Ii~ and Ii2 obtained from row IV in Table I, a
theoretical curve can be prepared for this particular
model. This theoretical curve is indicated by the solid
line passing through the experimental points in Fig. 26.
The experimenta points can be moved upwards or
downwards to make the best 6t. No other adjustment
is made. This procedure is necessary since absolute
values are not known. The ratio of the experimental
values (now normalized in an absolute way by the fit
at smaller angles) to the point-charge point-moment
values are the desired F' (form factor)' values. Inde-
pendent fits of the experimental data were made at all
the energies between 200 and 550 Mev and then
assembled together in Fig. 27. The ordinate in this
figure is F' as just described. The abscissa is the square
of the momentum transfer )&10 "cm~. The 6t of this
particular model is good and it is consistent at all
energies and angles.
The consistency of the fit under these diverse con-

ditions lends confidence to the use of Eq. (39) and the
phenomenological introduction of the Ii~ and I'2 form
factors. The good 6t to the experimental data is not
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FxG. 27. The square of the form factor plotted against q2. q2 is
given in units of 10~6 cm'. The solid line is calculated for the
exponential model with rms radii=0. 80&(10 "cm.
unique, however. A Gaussian model with r,=r =0.72
fermi provides a similar fit and equally good consistency
at all energies. Many other models have been studied
in this way. Among those examined are II through X,
inclusive, in Table I. With all these models the choice
r,=r was made and the shapes were assumed to be
the same for the charge (Dirac) cloud and the magnetic
moment (Pauli) cloud. The best choices are shown in
Table II. All other models do not 6t well enough at all
energies to be considered seriously.
Several of the models are shown in Fig. 28. In this

figure 4mr'p is plotted. This is a quantity proportional
to the amount of charge in a shell at radius r. Either
one among the Gaussian, exponential, or "hollow"
exponential models fits equally well. Any model, lying
within a band in Fig. 28 including all the three models,
represents a "best" present approximation to the
charge distribution within the proton. The magnetic
moment density distribution has the same appearance.
The 7ukawa model, also shown in the figure, will not
fit the data. Neither will a uniform model.
All models considered above have involved the

assumption of similar shapes and equal radii for the
Dirac and Pauli charge and moment clouds. If di8er-
ences among these shapes are assumed and F~ is not to
be the same as F2, the 6eld of possible models is enlarged
enormously. Considerable eGort has been expended in
attempts to 6nd pairs of diGerent radii and diGerent
shapes which could match the experimental data. Many
TABLE II. This table represents a summary of the proton

models and the appropriate values of their root-mean-square
radii which give the best fits to the data. Equal radii for Dirac and
Pauli clouds are assumed.
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FIG. 26. Typical angular distribution for elastic scattering of
400-Mev electrons against protons. The solid line is a theoretical
curve for a proton of finite extent. The model providing the
theoretical curve is an exponential with rms radii=0. 80)&10 "
cm.

Model number

III
IV
VI
VII

Mean (best fit)

Shape

exp(—r')
e
re
y2g~

rms radius for best fit
(r =r~) in fermi units

0.72%0.05
0.80m 0.05
0.78&0.05
0.75+0.05
0.77&0.10
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Lyman, Hansen and Scott, 
Phys. Rev. 84, 626 (1951)   

R. Hofstadter, 
Rev. Mod. Phys. 28, 214 (1956)   



u  ALS:  
n  Original idea by Christophe Tzara, 1959.    
n  First beam in 1970.  

u  Main characteristics:   
n  Length:   200 m, underground tunnel  
n  Energy:   150 to 700 MeV 
n  Duty cycle:  1% to 2% (compare to 10-3 or 10-4 for older machines) 
n  Pulse length:  1 µs to 20 µsec, usually 10 µs or 20 µs.  
n  Rate:   500 Hz to 3000 Hz  
n  Peak current:  up to 60 mA (at 420 MeV) 
n  Mean current:  up to >100 µA, usually 20-30 µA  
n  Positron beam:  up to 0.1 µA 

ALS (Accélérateur Linéaire de Saclay) 

S. Platchkov eA ESNT workshop 25-27/4 

High energy and duty cycle machine + high-resolution, low-bgnd detection system 
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Bldg 703 

ALS 
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Bldg 701 

We are here 
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Accelerator tunnel  
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Beam 
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Experiments at ALS 

u  Electron scattering on nucleon and heavy nuclei 
n  elastic (e,e) 
n  inelastic (e,e’) 

u  Coincidence experiments 
n  (e,e’p) studies 

u  Photonuclear experiments 
n  (γ,p), (γ,π) 
n  (γ,pπ), etc… 

u  Secondary beams 
n  pion beam 
n  muon studies 

S. Platchkov eA ESNT workshop 25-27/4 7 

This talk: a selection of (e,e), (e,e’) and (e,e’p) experiments 



Summary of this talk 

 
1.  Nuclear charge distributions 
2.  The HE1 experimental hall 
3.  Single-particle valence nucleon orbits 
4.  Few-nucleon system studies 
5.  Transition charge densities 
6.  Quasi-elastic response functions 

S. Platchkov eA ESNT workshop 25-27/4 8 



Electron scattering 
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u  Main characteristics: 
n  EM interaction is weak (α = 1/137) 

n  One photon exchange is a good approximation 

n  Vary the 3-transfer q and the energy ω independently  

n  Momentum transfer:   

n  For a given ω, map-out the Fourier transform of charge (transition) density  

n  Same qµ
2 : vary separately energy and scattering angle 

n  Distance scale : nucleus is probed with a wavelength λ ~ 1/q 
n  for q values of about 2-3 fm-1, probe distances smaller than 1 fm.   

  

T. W. Donnelly and I. Sick: Elastic magnetic electron scattering 473

where

f„,=1+ sin —,2a . 28
M,g 2

2to=q~/2M, s,
q = 2M,ga) 1+

1/2

(4.10)

(4.11)

(4.12)

and
—1E =frees (4.13)

FICx. 5. Electron scattering in the one-photon exchange or first
Born approximation. Typically, for all but the lightest targets at very high

momentum transfers, we shall be interested in q «M,s,
in which case we have

electron mass, although at energies of interest (hundreds
of MeV) the extreme relativistic limit (ERL) may be tak-
en:

to-=q /2M, s—-0,
0Q=q—=2esin —.
2

'

(4.14)

(4.15)
k= /k

/
=e, k'=

/

k'
J

=e' .
In this limit Eq. (4.2) may be rewritten (for ERL)

1/2
~2+4~~rSin2 2

(4.3)

(4.4)

The four-momentum transfer is then given by (for ERL)

q =q —~ =4c.c'sin —. (4.5)

For convenience of notation we also use Q:—(q&)' . We
note that the four momentum transferred in the scattering
must be spacelike:

q& &0, q&co . (4.6)

This is true whether or not the extreme relativistic limit is
taken. In the special case of real-photon interactions with
the nucleus, such as gamma decay, photoexcitation, etc.
(see de Forest and Walecka, 1966; Uberall, 1971;Donnelly
and Walecka, 1975, for discussions of these processes in
the context of electron scattering), one has q&

——0 (q =co).
In the general situation the nucleus may absorb the en-

ergy co and momentum q transferred from the electron
and proceed from initial ground state

~
i) to some (in

general excited) state
~ f). In this paper our focus is on

elastic electron scattering, in which case the state
~ f)

refers to the ground state as well, now recoiling with
momentum q. If we denote the target mass by M„s, then
the energy transfer for elastic scattering must be

Of course it is not necessary to use these approximations,
and Eqs. (4.9)—(4.13) will generally be applied in this pa-
per.
Returning now to the general situation of elastic or in-

elastic scattering, if the electrons in Fig. 5 are considered
to be plane waves, then we have the plane-wave Born ap-
proximation. The cross section for unpolarized electron
scattering, involving a transition from state

~
i ) to

state
~ f ), may be written (de Forest and Walecka, 1966;

Uberall, 1971;Donnelly and Walecka, 1975)

dQ =4moMf, „'F (q, 8) . (4.16)

Here, for a given momentum transfer q and scattering an-
gle 8, the energy transfer co is fixed by the excitation ener-
gy Ef—E; and the recoil energy. The elementary cross
section is given by

g 2
a cos—2
2c sin—. 28

2

(4.17)

the Mott cross section, where a is the fine-structure con-
stant. The recoil correction is given in Eq. (4.10). The
electron scattering form factor is given by

&'(q, 8)= (Q/q)'I'L, (q)

to=(q +M,s) —Ms,2 2 1/2

and the four-momentum transfer is given by

(4.7) + —,(Q/q)'+ tan' —Ir2(q), (4.18)

2q„=2M,geo . (4.8)

q& f, 2e sin———2
2 (4.9)

Alternatively, we may eliminate the variables q and co
(and hence q„) in favor of the incident electron energy e
and scattering angle 8:

Polarization in electron scattering is discussed in Sec. VIII.
The reader is cautioned about the presence of the factors 4m

in Eq. (4.16) and a instead of Za in Eq. (4.17); while these are
exactly the conventions used in some of the basic published
works on the general subject of electron scattering from nuclei
(e.g., de Forest and Walecka, 1966; Donnelly and Walecka,
1975, used here}, they are not uniformly adopted by everyone in
the field.

Rev. Mod. Phys. , Vol. 56, No. 3, July 1984

!!= qµ
2 = 4ee'sin2(θ /2);!!qµ = (ω ,q);!!ω = e−e'
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Electron scattering provides a microscope to probe the spatial 
structure of nuclei 



u  General case     
 

 

u  For elastic scattering : (ω=0) 

 
u  Elastic scattering on a J0 = 0 nucleus: 

 
 
 

Electron scattering on a spin J0 nucleus 

S. Platchkov eA ESNT workshop 25-27/4 10 

  

dσ
dΩ

q( ) =σ Mottη
−1 FL

2(q)+ 1
2
+ tan2 θ

2
⎛
⎝⎜

⎞
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FT
2(q)

⎡

⎣
⎢

⎤

⎦
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FL

2(q) = FCJ
2 (q)

J=0

2 J0

∑ = 4π
2J0 +1

ψ A M J
Coul (q) ψ A

even  J
∑

  
Fch(q) ∝ ρ(r) sin(qr)

qr
r 2 dr

0

∞

∫

The charge form factor is the Fourier transform of the nuclear charge distribution 
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dσ
dΩdE

= 4π
M

σ Mottη
−1 qµ

2

q2 SL (q,ω )+ 1
2

qµ
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Donnelly and Walecka, ARNPS, 329 (1975) 
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FIG. 2. (a) Gharge density determined by present

analysis and Hefs. 7 and 8. The systematical uncer-
tainties of the data allow an overall shift of + 0.8% for
(x& 4 fm) without sizeable influence on the details of
the structure. (b) Present density compared to density-
dependent HF densities of Refs. 13 and 22. The scale
of (a) is expanded by a factor of 4.

malized angle by angle. ) The total y2 of the fit is
194 for 154 data points.
Our result for p(x) is shown in Fig. 2; the solid

line covers both statistical and completeness er-
rors. The striking features of this density are
an almost total lack of fine structure with a peak-
to-valley difference of only 3%, and a positive
overall average slope of 3% for radii 0 & ~ & 5 fm.
The interest in both the possible existence of a

central depression and the determination of den-
sity fluctuations focuses attention on small radii,
i.e., the region where p(r) is most difficult to
determine. The precision of the measurement
at small radii can be discussed in a transparent
way by using the sum rule '

ge " max
p(0, q „)=, ll F(q)q dq,

w P

154

where F(q) is the Fourier transform of p(x), and
p(o) =p(o, ")
In the absence of knowledge on F(q &q,„), bubut

with the assumption that F(q) decreases sufficient-
ly fast to damp the oscillations of p(0, q), p(0)
=p(0 ~) will be bounded by the last minimum and
maximum value of p(0, q). The difference between
these two values is the uncertainty 6p(0) of the
experimental p(0). This gives 5p(0) = + "t% for the

-1SLAC measurement with q,„=2.7 fm . Figure
3 indicates that with our extension to q „,= 3.7
fm ', 5p(0) is reduced to 1%. These considera-

1 2 3
q (Frn")

FIG. 3. Gentral density as a function of maximum
momentum transfer for the present fit, and for the fits
of Refs. 7 and 8. Vertical bars indicate maximum
transfer of data used, arrows indicate diffraction mini-
ma.

tions on p(0) are completely independent of the
method of analysis used to get the densities of
Fig. 2.
The present result for p(r) differs in important

aspects from analyses of previously available
data [Fig. 2(a)]. At small radii, r & 3 fm, Friar
and Negele' obtain a slightly lower average den-
sity because they did not include the recent Uni-
versity of Mainz low-q data. In their analysis
Friar and Negele have expanded the charge den-
sity in two parts p(r) =p, + 5p, where po is a rea-
sonably good first approximation to p(x) and 5p is
a Fourier-Bessel expansion. The presence of a
large oscillatory component in p(r), with the re-
sulting p(0) being too large, is due to the model
de endence connected with the choice of p, . Thisep
leads to the increase of p(0, q) in the region not
covered by previous data (Fig. 3). The difference
between the University of Mainz result for p(0)
and the present result can be traced to cross-sec-
tion differences near q= 2 fm ' [Fig. 1(b)].
Figure 2(b) is a comparison between our result

13,22and two typical Hartree-Pock calculations.
Both theories use finite range density-dependent
effective forces: Negele's density-dependent Har-
tree -Fock is derived from a realistic two-body
interaction while Gogny D1 is purely phenomeno-
logical. The average slope of the interior density
being defined by the percentage change over the
region 0 &r &5 fm, the experimental density has
a posiitve slope of 3% whereas the theoretical
ones exhibit a negative average slope of 10%.
This result is typical for most HF calculations
and seems to be a systematic shortcoming of the
theory.
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method of analysis used to get the densities of
Fig. 2.
The present result for p(r) differs in important

aspects from analyses of previously available
data [Fig. 2(a)]. At small radii, r & 3 fm, Friar
and Negele' obtain a slightly lower average den-
sity because they did not include the recent Uni-
versity of Mainz low-q data. In their analysis
Friar and Negele have expanded the charge den-
sity in two parts p(r) =p, + 5p, where po is a rea-
sonably good first approximation to p(x) and 5p is
a Fourier-Bessel expansion. The presence of a
large oscillatory component in p(r), with the re-
sulting p(0) being too large, is due to the model
de endence connected with the choice of p, . Thisep
leads to the increase of p(0, q) in the region not
covered by previous data (Fig. 3). The difference
between the University of Mainz result for p(0)
and the present result can be traced to cross-sec-
tion differences near q= 2 fm ' [Fig. 1(b)].
Figure 2(b) is a comparison between our result

13,22and two typical Hartree-Pock calculations.
Both theories use finite range density-dependent
effective forces: Negele's density-dependent Har-
tree -Fock is derived from a realistic two-body
interaction while Gogny D1 is purely phenomeno-
logical. The average slope of the interior density
being defined by the percentage change over the
region 0 &r &5 fm, the experimental density has
a posiitve slope of 3% whereas the theoretical
ones exhibit a negative average slope of 10%.
This result is typical for most HF calculations
and seems to be a systematic shortcoming of the
theory.

Error estimate 

Nuclear charge distributions 
u  Cross section for (e,e’) on 208Pb 
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to + 0.05/o by the field maps of the SP900 spec-
trometer. Scattering angles were checked to be
accurate to +0.05'. The incident beam current
was measured by ferrite monitors and a Faraday
cup. The scattered electrons were detected using
the standard focal-plane equipment. ' Special at-
tention was paid to long-term stability which was
found to be better than a 2%. The overall detec-
tion efficiency was obtained by normalizing the
angular distribution measured to the Stanford Lin-
ear Accelerator Center' (SLAC) and the Universi-
ty of Mainz' measurements of "'Pb cross sec-
tions at 1.7 fm ', where both sets of data closely
agree. The normalization has been determined
to +3%; it was verified by measuring "C cross
sections" at low momentum transfers.
The target of 217+ 2 mg/cm' '"Pb (99.14/o) was

held between two aluminum foils. Rater circulat-
ing between the aluminum foils cooled the target,
and allowed the use of an average beam intensity
of 20 pA necessary to measure cross sections
down to 10 '0 mb/sr. Aluminum and oxygen con-
tributions were separated by recoil energy dif-
ference. Background was absent.
The experimental results are shown in Fig. 1,

together with previous 502-Me V data taken at
SLAC.' The data now span 12 decades.
The data analysis has been performed accord-

ing to Sick." The density is expanded on a basis
of a sum of Gaussians, the amplitudes of which
are fitted to the data. The limitation to full mod-
el independence comes in through the use of Gauss-
ians of finite width. This restricts the ampli-
tudes of unmeasured high-frequency Four ier com-
ponents of p(r). According to present theoretical
understanding the amplitudes of such components
are expected to be severely limited; this is due
to the Schrodinger equation that strongly couples
second derivatives of nucleon wave functions to
known energy eigenvalues. The width parameter
used, y = 1.388 fm, allows one to reproduce a num-
ber of theoretical 2 'Pb densities" "with less
than 0.1% deviation and therefore provides enough
flexibility to reproduce any fine structure in p(r)
occurring in presently existing theoretical densi-
ties.
The error bars on the resulting density are

hence expected to include a realistic estimate
for the completeness error (due to the finite q „).
In order to get the most reliable estimate for

p(r), we have included in our analysis all data
concerning electromagnetic information on ' Pb.
The result presented here is based on the most
recent data published by different laboratories
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FIG. 1. (a) Cross sections at E, =502 MeV as a func-
tion of effective momentum transfer. The parameters
(Ref. 12) of the fit are also given: y=1.388. (b) Devia-
tion between fit and data used; the curve shows the dif-
ference to the fit of Ref. 7.

[Fig. 1(b)]. This includes the present electron-
scattering data (34 points, q= 1.7-3.7 fm '),
SLAC data' (87 points, 0.5—2.7 fm '), the Univer-
sity of Mainz data' (17 points, 0.6 —1.8 fm '), and
the Technical University of Darmstadt data" (12
points, 0.3—0.8 fm '). We have also taken into
account the five muonic x-ray transition ener-
gies" "that provide additional information on
p(r) Howeve. r, for the present fit, we have dis-
carded the 289-Me& data points measured recent-
ly at the University of Mainz' between 1.8 and 2.3
fm '. These points strongly disagree (Fig. 1)
with both the present and SLAC data. (The dis-
crepancy observed can probably be assigned to a
difference in energy calibration. The steep dif-
fraction minimum causes a strong energy depen-
dence in the "C cross sections" relative to which
the University of Mainz Pb data' have been nor-
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to + 0.05/o by the field maps of the SP900 spec-
trometer. Scattering angles were checked to be
accurate to +0.05'. The incident beam current
was measured by ferrite monitors and a Faraday
cup. The scattered electrons were detected using
the standard focal-plane equipment. ' Special at-
tention was paid to long-term stability which was
found to be better than a 2%. The overall detec-
tion efficiency was obtained by normalizing the
angular distribution measured to the Stanford Lin-
ear Accelerator Center' (SLAC) and the Universi-
ty of Mainz' measurements of "'Pb cross sec-
tions at 1.7 fm ', where both sets of data closely
agree. The normalization has been determined
to +3%; it was verified by measuring "C cross
sections" at low momentum transfers.
The target of 217+ 2 mg/cm' '"Pb (99.14/o) was

held between two aluminum foils. Rater circulat-
ing between the aluminum foils cooled the target,
and allowed the use of an average beam intensity
of 20 pA necessary to measure cross sections
down to 10 '0 mb/sr. Aluminum and oxygen con-
tributions were separated by recoil energy dif-
ference. Background was absent.
The experimental results are shown in Fig. 1,

together with previous 502-Me V data taken at
SLAC.' The data now span 12 decades.
The data analysis has been performed accord-

ing to Sick." The density is expanded on a basis
of a sum of Gaussians, the amplitudes of which
are fitted to the data. The limitation to full mod-
el independence comes in through the use of Gauss-
ians of finite width. This restricts the ampli-
tudes of unmeasured high-frequency Four ier com-
ponents of p(r). According to present theoretical
understanding the amplitudes of such components
are expected to be severely limited; this is due
to the Schrodinger equation that strongly couples
second derivatives of nucleon wave functions to
known energy eigenvalues. The width parameter
used, y = 1.388 fm, allows one to reproduce a num-
ber of theoretical 2 'Pb densities" "with less
than 0.1% deviation and therefore provides enough
flexibility to reproduce any fine structure in p(r)
occurring in presently existing theoretical densi-
ties.
The error bars on the resulting density are

hence expected to include a realistic estimate
for the completeness error (due to the finite q „).
In order to get the most reliable estimate for

p(r), we have included in our analysis all data
concerning electromagnetic information on ' Pb.
The result presented here is based on the most
recent data published by different laboratories
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FIG. 1. (a) Cross sections at E, =502 MeV as a func-
tion of effective momentum transfer. The parameters
(Ref. 12) of the fit are also given: y=1.388. (b) Devia-
tion between fit and data used; the curve shows the dif-
ference to the fit of Ref. 7.

[Fig. 1(b)]. This includes the present electron-
scattering data (34 points, q= 1.7-3.7 fm '),
SLAC data' (87 points, 0.5—2.7 fm '), the Univer-
sity of Mainz data' (17 points, 0.6 —1.8 fm '), and
the Technical University of Darmstadt data" (12
points, 0.3—0.8 fm '). We have also taken into
account the five muonic x-ray transition ener-
gies" "that provide additional information on
p(r) Howeve. r, for the present fit, we have dis-
carded the 289-Me& data points measured recent-
ly at the University of Mainz' between 1.8 and 2.3
fm '. These points strongly disagree (Fig. 1)
with both the present and SLAC data. (The dis-
crepancy observed can probably be assigned to a
difference in energy calibration. The steep dif-
fraction minimum causes a strong energy depen-
dence in the "C cross sections" relative to which
the University of Mainz Pb data' have been nor-
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Very precise determination of the charge density down to r = 0 fm 
Some difference between data and mean-field theory below r = 4 fm  
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FIG. 2. (a) Gharge density determined by present

analysis and Hefs. 7 and 8. The systematical uncer-
tainties of the data allow an overall shift of + 0.8% for
(x& 4 fm) without sizeable influence on the details of
the structure. (b) Present density compared to density-
dependent HF densities of Refs. 13 and 22. The scale
of (a) is expanded by a factor of 4.

malized angle by angle. ) The total y2 of the fit is
194 for 154 data points.
Our result for p(x) is shown in Fig. 2; the solid

line covers both statistical and completeness er-
rors. The striking features of this density are
an almost total lack of fine structure with a peak-
to-valley difference of only 3%, and a positive
overall average slope of 3% for radii 0 & ~ & 5 fm.
The interest in both the possible existence of a

central depression and the determination of den-
sity fluctuations focuses attention on small radii,
i.e., the region where p(r) is most difficult to
determine. The precision of the measurement
at small radii can be discussed in a transparent
way by using the sum rule '

ge " max
p(0, q „)=, ll F(q)q dq,

w P

154

where F(q) is the Fourier transform of p(x), and
p(o) =p(o, ")
In the absence of knowledge on F(q &q,„), bubut

with the assumption that F(q) decreases sufficient-
ly fast to damp the oscillations of p(0, q), p(0)
=p(0 ~) will be bounded by the last minimum and
maximum value of p(0, q). The difference between
these two values is the uncertainty 6p(0) of the
experimental p(0). This gives 5p(0) = + "t% for the

-1SLAC measurement with q,„=2.7 fm . Figure
3 indicates that with our extension to q „,= 3.7
fm ', 5p(0) is reduced to 1%. These considera-

1 2 3
q (Frn")

FIG. 3. Gentral density as a function of maximum
momentum transfer for the present fit, and for the fits
of Refs. 7 and 8. Vertical bars indicate maximum
transfer of data used, arrows indicate diffraction mini-
ma.

tions on p(0) are completely independent of the
method of analysis used to get the densities of
Fig. 2.
The present result for p(r) differs in important

aspects from analyses of previously available
data [Fig. 2(a)]. At small radii, r & 3 fm, Friar
and Negele' obtain a slightly lower average den-
sity because they did not include the recent Uni-
versity of Mainz low-q data. In their analysis
Friar and Negele have expanded the charge den-
sity in two parts p(r) =p, + 5p, where po is a rea-
sonably good first approximation to p(x) and 5p is
a Fourier-Bessel expansion. The presence of a
large oscillatory component in p(r), with the re-
sulting p(0) being too large, is due to the model
de endence connected with the choice of p, . Thisep
leads to the increase of p(0, q) in the region not
covered by previous data (Fig. 3). The difference
between the University of Mainz result for p(0)
and the present result can be traced to cross-sec-
tion differences near q= 2 fm ' [Fig. 1(b)].
Figure 2(b) is a comparison between our result

13,22and two typical Hartree-Pock calculations.
Both theories use finite range density-dependent
effective forces: Negele's density-dependent Har-
tree -Fock is derived from a realistic two-body
interaction while Gogny D1 is purely phenomeno-
logical. The average slope of the interior density
being defined by the percentage change over the
region 0 &r &5 fm, the experimental density has
a posiitve slope of 3% whereas the theoretical
ones exhibit a negative average slope of 10%.
This result is typical for most HF calculations
and seems to be a systematic shortcoming of the
theory.

Data 

Theory  
(DDHF) 

Charge density 

Frois et al., PRL 38, 152 (1977)  

11 

~14% 

<1% 



What about the 3s proton orbit?  

S. Platchkov eA ESNT workshop 25-27/4 

u  Charge density difference 206Pb – 205Tl  (or ratio 205Tl/206Pb)   
n  206Pb:  and 205Tl:  differ by one 3s proton 

Predicted 3s     
charge densities 

410c B. FROISet al. 

0.08 

0.06 

>- 
I-- 

0.04 
Z 
LU 
E3 

Z 
0 5 002 
rK 

I I 1 I ~ 0 8 p  b 

I I I I I 1 I I 
2 4 6 

r (fro) 

Fig. 1. Proton densi ty  of  2°sPb predicted by DDHF ca lcu la t ion  
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Fig. 2. Mean f ie ld  theory predictions for the cross-section ratio 2°STl/2°6pb by 
Decharg~ and Gogny (solid l ine) and Campi (dashed l ine). 

I t  might appear d i f f i c u l t  to extract from the 2°6Pb - 2°5T~ charge density 
difference some accurate information on the shape of the 3s wave function. The po- 
lar izat ion of the 2°6Pb core due to the removal of one proton might obscure consid 
erably this simple interpretation. Previous experimental studies of isotopic char 

ge density differences have shown that this core polarization is quite poorly un- 
derstood in general. But, the 3s orbi t  has a unique shape, with a very narrow os- 
c i l la to ry  behavior, peaked at r = O, and two nodes at r = 2 fm and r = 4 fm. The 
extraction of this shape from dp(r) is then possible because i t  dif fers str ik ingly 
from the shape of the other shells that are surface peaked. The 3s radial density 
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ge density differences have shown that this core polarization is quite poorly un- 
derstood in general. But, the 3s orbi t  has a unique shape, with a very narrow os- 
c i l la to ry  behavior, peaked at r = O, and two nodes at r = 2 fm and r = 4 fm. The 
extraction of this shape from dp(r) is then possible because i t  dif fers str ik ingly 
from the shape of the other shells that are surface peaked. The 3s radial density 

Predicted cross 
section ratio (DDHF) 

Charge density difference : mainly in the center of the nucleus 
The 3s difference in ρ(r) result in a large peak around q = 2 fm-1 
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Cavedon et al., PRL 49, 978 (1982)  

3s 



What about the 3s proton orbit?  

S. Platchkov eA ESNT workshop 25-27/4 

Experimental cross section ratio 
Density differences 
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APRECISE DETERMINATION OF THE 3s PROTON ORBIT 417c 
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Fig. 11. Experimental cross-section rat ios 2°STl/2°6Pb together with the predict ion 
of an adjusted mean f i e ld  calculat ion by Campi assuming a dif ference in occupation 

probabi l i t ies  of 0.7 in the 3s shell and 0.3 in the 2d shel l .  
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Fig. 12, Comparison of the experimental and the adjusted theoret ical charge density 
di f ference of 2°6Pb and 2°STl. 

1/  Shell model concept is valid in the nuclear interior 
2/  Shape of the 3s orbit is well described in DDHF(B). 
3/  Configuration mixing is larger than predicted 
 
   

 

3s = 70% 

3s = 100% 

Cavedon et al., PRL 49, 978 (1982)  
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Charge density distributions for doubly-closed shell nuclei 

S. Platchkov eA ESNT workshop 25-27/4 14 
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Overall good agreement between mean-field theory and data 
No specific trend as a function of A 

Frois and Papanicolas, ARNPS 37, 133 (1987)  

Sum Of Gaussians expansion: 

Sick, Nucl. Phys. A218, 509 (1974)   
 



Electron scattering – main corrections to the raw data 

u  Coulomb corrections 
n  Electron wave function is distorted in the field of the nucleus 
n  Approximation: effective momentum transfer:  
n  Tools: Phase shift analysis (elastic charge) or  DWBA 

u  Dispersion corrections 
n  Intermediate excitation with exchange of two photons 
n  small, up to few %; in diffraction minima only  

u  Radiative corrections  
n  Radiation of real and virtual photons before or during the interaction 
n  Important (up to 25-30% for elastic scattering) -- well known 
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ALS: HE1 experimental hall: (e,e’) and (e,e’p) 

S. Platchkov eA ESNT workshop 25-27/4 

“600” spectrometer 

Philippe Leconte 

Jean Mougey 

16 

“900” spectrometer 

Target 

The “fathers” of HE1:  
Leconte et al., NIM 169, 401 (1980)  

Beam 



HE1 experimental room – “600” and “900” magnets  

S. Platchkov eA ESNT workshop 25-27/4 
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Fig 2 (a) Vertical view of the electron scattering experimental set-up The " 6 0 0 "  and " 9 0 0 "  rotate around a common vertical axis 
The " 9 0 0 "  deflects the particles downwards into a pit, allowing for opt imum shielding of  the detectors One can see in fig (b) the 
two quadrupoles used to focus the beam onto the target, and, at the top and bottom, the opened sliding doors which shield the 
detectors 

by NMR probes and regulated through correcting 
coils to 10 -s The total apparatus with carriers and 
shleldlngs weighs 1000 tons and is 12 5 m high 

The spectrometers, shown in fig 3, and whose 
charactertsttcs are summartzed in table 1, were de- 
signed for two types of experiments 

(0 high resolution, high momentum transfer elec- 
tron scattering, 

(11) electron mduced reactions with the detection 
of both the scattered electron and an emttted 
charged particle such as in quasi-free (e, e 'p)  reac- 
tions 

The " 9 0 0 "  spectrometer 3) was designed wtth its 
high resolution and large solid angle, for both single 
arm electron scattering experiments and for nuclear 
electrodlslntegratlon reactions where ~t detects the 
heavy particles It is a double focusing magnet 
derived from the "magic  angle" spectrometer solu- 
non (0 = 169°7 ' ,  n = ½, B =¼) Second order proper- 
ties differ by addition of curved entrance and exit 
field profiles and by changmg /3 to 1 6 These 
features provide double focusmg pmpemes for an 
extended momentum range of Ap/p- ___5% 

The " 6 0 0 "  spectrometer') is usually employed to 
detect the scattered electron in colnodence expert- 
ments As the corresponding cross-sections are 
small, the magnet has been designed to have a 

large momentum acceptance ( - 4 0 % )  and a large 
solid angle (6 7 msr) It was derived 6) from the 

TABLE 1 
Spectrometer characteristics 

"600 . . . .  900" 

Radius (cm) a 140 180 
Bending angle a 153 ° 169042 , 
Gap (cm) a 8 12 
Shape of pole extremities 

entrance 

exit 

Maximum rigidity (MeV c -  l) 
Corresponding field (T) 
Corresponding current (A) 
Corresponding 

electric power (kW) 
Field radices 
Object distance (cm) a 
Image distance (cm) a 
Focusing 
Focal plane angle 
Momentum acceptance 
Maximum solid angle (msr) 
Dispersion (cm/%)  
Momentum resolution 

Plane, ] 
non rotated 

Plane, [ 
rotated by 22°J 

630 
15 
565 

100 
n=½/3=} 

70 
140 

Single 
33o30 ' 

+ 10%, - 3 0 %  
67  
67  

4×1 0  -4  

Curved 
R = 147 cm 

900 
1 67 
625 
220 

n--½B--~ 
147 
147 

Double 
39011 , 
___5% 

56  
l l 0  

1 5×1 0  -4  

a On optic axis 

17 

Total weight: about 1000 tons 



Detector casemate 

S. Platchkov eA ESNT workshop 25-27/4 

Scattered 
electrons 

18 

Good shielding: mandatory for low cross-section measurements  

Example: 
 
36 hours 
with not a 
single count 
in the 
elastic peak 
region 
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“600” 

“900” 



© CEA  



Nice atmosphere… 
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E L A S T I C  M A G N E T I C  E L E C T R O N  S C A T T E R I N G  95 

o~erall q-dependence of the form factor is reasonably well described by the calculated 
form factor. With better data over the range of momentum transfer covered in the 
figure it would be possible to extract the M1, M3 and M5 moments of 27AI. In the 
upper-right of the figure we show the half-maximum-density surface for this ld~ proton. 

51~/" ("7 - ~  23--281~ J. In this case we have predominantly a stretched (lfk) p configuration 
with the possibility of M1, M3, M5 and M7 multipole excitations. (The configuration 
is actually (lf~)3p but we assume the normal-coupling shell-model ground state.) The 
results are shown in fig. 6. In this case, the oscillator parameter was actually chosen as 

10 -2 

93~1 h t~+~ 
41,'~u52~ 2 I 

A / . . . . . .  

NI-  
t.t- \ ~  

10 -4 

9 

I 0  I I I I I \ I I 
0 I00 200 300 400 500 600 700 

q (MeV)  
Fig. 7. Magnetic form factor as in fig. 3, but for 9xaNb52 , showing the MI-M9 contributions and their 

sum (dashed. curve). 

b = 1.90 fm to yield reasonable agreement with the M 1 form factor as measured by 
DeVries et aL 9) at low momentum transfer. We expect that this value will also do 
very well on the charge scattering. In this case the data do not extend to high enough q 
to determine any more than the M 1 form factor and it would be of interest to have 
measurements over the whole range of  momentum transfer covered in the figure to 
enable the separation of  the M1 through M7 moments. In the upper left of the figure 
the arrow again indicates the reduction necessary to bring the magnetic moment from 
the Schmidt value to the measured value (table 1) and in the upper right of the figure 
the surface of  half-maximum density is shown for a lf~ proton. 

93 + 41Nb52(~ ). The final example given here for stretched-configuration nuclei is 
for 93Nb, where the (lg~)p single-particle wave function is predominant in studying 

“Magnetic” electron scattering 

u  Magnetic (on the magnetization distribution) electron scattering 
n  On J0 ≠ 0 nuclei 

u  Magnetic (odd) multipoles 
n  M1, M3, … MΛ  (Λ = 2J0) 
n  example:  93Nb (1g9/2)  

u  Properties of multipoles 
n  MJ:  peak at different q values 
n  M1 – M7: config. mixing 
n  M9: easier to isolate  
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Donnelly and Walecka, Nucl. Phys. A201, 81 (1973). 
Donnelly and Sick, Rev. Mod. Phys. 56, 461 (1984). 



Valence proton and neutrons distributions 

u  Simplification for “stretched” spin configurations:  
n  Spin: highest one of all filled shells 
n  Multipole Λ = 2J0: only intrinsic magnetization 
n  No conf. mixing from other nucleons  
n  Valid for protons and neutrons 

n  Example: 87Sr 

S. Platchkov eA ESNT workshop 25-27/4 

A clean way to measure the entire shape of the valence nucleons 

  
FM 9(q) ∝ R2(r) j8(qr)r 2 dr

0

∞

∫

23 

  
FMΛ (q) = CΛαΛµ R2(r) jΛ−1(qr)r 2 dr

0

∞

∫

  
J0 = l + 1

2

1g9/2 



Valence neutrons and protons : 87Sr and 93Nb 
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n  Radii of the 1g9/2 orbit 

Proton and neutron 1g9/2 orbits have the same shape 
The neutron radius is slightly smaller (2.5% ± 2%): no neutron halo 

 
 

87Sr 93Nb 87Sr 
93Nb 

g9/2 neutron g9/2 proton 

neutron 
proton  

Platchkov at al., Phys. Rev. C25, 2318 (1982). Sick at al., PRL 38,1259 (1977). 

N = 49 

Z = 41 

unique 
shape 



Evidence for meson-exchange currents in the deuteron 

Electro-disintegration at threshold d(e,e’)pn 

n  Deuteron: 3S1 and 3D1 (~5%)  states 
n  Two transitions: 3S1 à 1S0 and  3D1 à 

1S0 

n  Destructive interference around 12 fm-2  

u  Meson exchange contributions 
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Nucleons and 
MEC 

D(e,e’)pn 

Nucleons 
only  

Nucleon + meson theory provides good 
explanation  of the data (up to q2 = 28 fm-2) 

Bernheim et al., PRL 46, 402 (1981) 

Auffret et al., PRL 55, 1352 (1985) 



The deuteron form factor A(Q2) 

n  Cross section: 

n  Form factors (deuteron spin = 1) 

n  Dependent on: 
n  N-N potential 
n  Neutron FF 
n  Meson-exchange currents, Rel effects 
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The deuteron elastic structure function AsQ2d has been extracted in the range 0.7 # Q2 #

6.0 sGeVycd2 from cross section measurements of elastic electron-deuteron scattering in coincidence
using the Hall A Facility of Jefferson Laboratory. The data are compared to theoretical models, based
on the impulse approximation with the inclusion of meson-exchange currents, and to predictions of
quark dimensional scaling and perturbative quantum chromodynamics. [S0031-9007(99)08477-X]

PACS numbers: 25.30.Bf, 13.40.Gp, 24.85.+p, 27.10.+h

Electron scattering from the deuteron has long been
a crucial tool in understanding the internal structure
and dynamics of the nuclear two-body system. In par-
ticular, the deuteron form factors, measured in elas-
tic scattering, offer unique opportunities to test models
of the short-range nucleon-nucleon interaction, meson-
exchange currents and isobaric configurations, as well
as the possible influence of explicit quark degrees of
freedom [1,2].
The cross section for elastic electron-deuteron se-dd

scattering is described by the Rosenbluth formula,
ds

dV
≠ sM

∑
AsQ2d 1 BsQ2dtan2

µ
u

2

∂∏
, (1)

where sM ≠ a2E0 cos2suy2dyf4E3 sin4suy2dg is the Mott
cross section. Here E and E0 are the incident and scat-
tered electron energies, u is the electron scattering an-
gle, Q2 ≠ 4EE0 sin2suy2d is the four-momentum transfer
squared and a is the fine-structure constant. The elas-
tic electric and magnetic structure functions AsQ2d and
BsQ2d are given in terms of the charge, quadrupole, and
magnetic form factors FCsQ2d, FQsQ2d, FMsQ2d:

AsQ2d ≠ F2
CsQ2d 1

8
9

t2F2
QsQ2d 1

2
3

tF2
MsQ2d , (2)

BsQ2d ≠
4
3

ts1 1 tdF2
MsQ2d , (3)

where t ≠ Q2y4M2
d , with Md being the deuteron mass.

In the nonrelativistic impulse approximation (IA), the
deuteron form factors are described in terms of the
deuteron wave function and the electromagnetic form fac-
tors of the nucleons. Theoretical calculations based on the
IA approach [1] using various nucleon-nucleon potentials
and parametrizations of the nucleon form factors generally
underestimate the existing AsQ2d data [3–6]. Recent rela-
tivistic impulse approximation (RIA) calculations improve
or worsen the agreement with the data depending on their
particular assumptions. There are two RIA approaches:
manifestly covariant calculations [7–9] and light-front dy-
namics [10,11]. The form factors of the deuteron are
very sensitive to the presence of meson-exchange currents
(MEC) [1]. Some calculations also show sensitivity to the
possible presence of six-quark [12] and isobar configura-
tions in the deuteron [13]. The inclusion of MEC to the
impulse approximation brings the theory into better agree-
ment with the existing data.

At sufficiently large momentum transfers the form fac-
tors are expected to be calculable in terms of only quarks
and gluons within the framework of quantum chromo-
dynamics (QCD). The first attempt at a quark-gluon
description of the deuteron form factors was based on
quark dimensional scaling (QDS) [14]: The underlay-
ing dynamical mechanism during e-d scattering is the
rescattering of the constituent quarks via the exchange
of hard gluons, which implies that

p
AsQ2d , sQ2d25.

This prediction was later substantiated in the frame-
work of perturbative QCD (pQCD), where it was shown
[15] that, to leading order,

p
AsQ2d ≠ fassQ2dyQ2g5 3P

m,n dmnflnsQ2yL2dg2gn2gm , where assQ2d and L are the
QCD strong coupling constant and scale parameter, and
gm,n and dmn are QCD anomalous dimensions and con-
stants. The existing SLAC AsQ2d data [4] exhibit some
evidence of this asymptotic falloff for Q2 . 2 sGeVycd2.
The unique features of the Continuous Electron Beam

Accelerator and Hall A Facilities of the Jefferson Labo-
ratory (JLab) offered the opportunity to extend the kine-
matical range of AsQ2d and to resolve inconsistencies in
previous data sets from different laboratories by mea-
suring the elastic e-d cross section for 0.7 # Q2 #
6.0 sGeVycd2. Electron beams of 100% duty factor were
scattered off a liquid deuterium target in Hall A. Scat-
tered electrons were detected in the electron High Resolu-
tion Spectrometer (HRSE). To suppress backgrounds and
separate elastic from inelastic processes, recoil deuterons
were detected in coincidence with the scattered electrons
in the hadron HRS (HRSH). A schematic of the Hall A
Facility as used in this experiment is shown in Fig. 1.
The incident beam energy was varied between 3.2

and 4.4 GeV. The beam intensity, 5 to 120 mA, was
monitored using two resonant cavity beam current moni-
tors (BCM). The two cavities were frequently calibrated
against a parametric current transformer (Unser monitor)
[16]. The beam was rastered on the target at high fre-
quency and its position was monitored with two beam
position monitors (BPM). The uncertainties in the in-
cident beam current and energy were estimated to be
62% and 60.2%, respectively. The target system con-
tained liquid hydrogen and deuterium cells of length
T ≠ 15 cm and provided a record high luminosity of
4.0 3 1038 cm22 s21 s4.7 3 1038 cm22 s21d for hydro-
gen (deuterium). The raster system kept beam-induced

1375

744 

4 200MeV 
0 500MeV 
0 650MeV 

0 5 3 12 16 20 

Q2 ffmS21 

Fig. 2. Cross sections for elastic electron-proton scattering, plotted as deviations from the phenomeno- 
logical four pole fit ofref. I’?. The different symbols correspond to measurements at 200,500 and 650 MeV. 

In order to give a better idea on the precision achieved, both previous and new 
data are plotted respectively in figs. 4 and 5 as relative deviations from the prediction 
obtained using the Paris potential 15). The different symbols in fig. 5 correspond to 
A(C)*) values deduced from measurements at different incident energies and different 
experimental conditions (scattering angle, incident current, spectrometer aperture). 
These measurements show excellent internal consistency; they thus provide a further 
check of the experimental procedure used in our experiment. The comparison with 

Fig. 3. Deuteron A( QZ) structure function as measured in the present work. The solid curve is the 
impulse approximation prediction for the Paris potential and fur the neutron electric form factor of 
ref. ‘f. The dashed curves represent the contributions of the three deuteron form factors C&Q*), Gl{QZf 

and G,(Q’) to A(@). 

C 

M 

Q 

Allows a model-dependent determination of 
the neutron electric form factor  

  
A(Q2 ) = FC

2(Q2 )+ 8
9
τ 2FQ

2(Q2 )+ 2
3
τ FM

2 (Q2 )



The neutron electric form factor, GE
n 
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B. PLASTER et al. PHYSICAL REVIEW C 73, 025205 (2006)

TABLE I. Chronological summary of published data on the neutron form factors from experiments employing polarization degrees of
freedom and a recent analysis combining data on the deuteron quadrupole form factor, GQ, with data on t20 and T20.

Reference Facility Published Type Q2 [(GeV/c)2] Quantities Note(s)

Jones-Woodward et al. [32] MIT-Bates 1991 3H⃗e(e⃗, e′) 0.16 A⊥ → GEn
a,b

Thompson et al. [33] MIT-Bates 1992 3H⃗e(e⃗, e′) 0.2 A⊥, A∥ → GEn
a,b

Eden et al. [34] MIT-Bates 1994 2H(e⃗, e′n⃗) 0.255 P
(h)
t → GEn

c,d

Gao et al. [36] MIT-Bates 1994 3H⃗e(e⃗, e′) 0.19 A∥ → GMn
a,e

Meyerhoff et al. [38] MAMI 1994 3H⃗e(e⃗, e′n) 0.31 A⊥, A∥ → GEn
a,b

Becker et al. [39] MAMI 1999 3H⃗e(e⃗, e′n) 0.40 A⊥, A∥ → GEn
b,f

Ostrick et al. [18], Herberg et al. [23] MAMI 1999 2H(e⃗, e′n⃗) 0.15, 0.34 P
(h)
t , P

(h)
ℓ → GEn

b,c

Passchier et al. [41] NIKHEF 1999 2H⃗(e⃗, e′n) 0.21 AV
ed → GEn

b,c

Rohe et al. [42], Bermuth et al. [43] MAMI 1999/2003 3H⃗e(e⃗, e′n) 0.67 A⊥, A∥ → GEn
g,h

Xu et al. [46] JLab 2000/2003 3H⃗e(e⃗, e′) 0.1–0.6 A∥ → GMn
a,i

Schiavilla and Sick [10] — 2001 Analysis 0.00–1.65 GQ → GEn
j

Zhu et al. [48] JLab 2001 2H⃗(e⃗, e′n) 0.495 AV
ed → GEn

b,c

Madey et al. [12], this article JLab 2003 2H(e⃗, e′n⃗) 0.45, 1.13, 1.45 P
(h)
t , P

(h)
ℓ → GEn

c,k

Warren et al. [50] JLab 2004 2H⃗(e⃗, e′n) 0.5, 1.0 AV
ed → GEn

c,g

Glazier et al. [51] MAMI 2005 2H(e⃗, e′n⃗) 0.30, 0.59, 0.79 P
(h)
t , P

(h)
ℓ → GEn

c,l

aUncorrected for nuclear physics effects (i.e., for FSI, MEC, or IC).
bUsed the dipole parametrization for GMn.
cApplied corrections for FSI, MEC, and IC by averaging calculations of Arenhövel et al. [19,20,26–28] over the acceptance.
dUsed the value for GMn at Q2 = 0.255 (GeV/c)2 as measured by Markowitz et al. [35].
eUsed the Galster parametrization [37] for GEn.
fCorrections for FSI and MEC calculated by Golak et al. [40].
gUsed values for GMn taken from the parametrization of Kubon et al. [44].
hEstimated corrections for FSI by scaling calculations of Golak et al. [45] at Q2 = 0.37 (GeV/c)2 to Q2 = 0.67 (GeV/c)2.
iUsed values for GEn taken from the parametrization of Höhler et al. [47].
jTheoretical analysis of data on the deuteron quadrupole form factor, GQ, tensor moment, t20, and tensor analyzing power, T20.
kUsed values for GMn taken from the parametrization of Kelly [49].
lUsed values for GMn taken from the parametrization of Friedrich and Walcher [52].

third observable. The tensor moments, t2j (j = 0, 1, 2),
extracted from recoil polarization measurements in elastic
unpolarized-electron, unpolarized-deuteron scattering, and the
tensor analyzing powers, T2j (j = 0, 1, 2), as measured in elas-
tic unpolarized-electron, tensor polarized-deuteron scattering,
are of particular interest as they are functions of GC,GQ,
and GM [17,24]. Indeed, after GC,GQ, and GM have been
separated from A(Q2), B(Q2), and the polarization-dependent
observables, a value for GEn can be extracted from either
GC or GQ; however, as was shown by Schiavilla and Sick
[10], an extraction of GEn from data on GQ is particularly
advantageous as the contributions of theoretical uncertainties
associated with short-range two-body exchange operators to
GQ are small.

E. Summary of results

In Table I, we have compiled a complete chronological
summary of all published data on the neutron form factors from
experiments employing polarization degrees of freedom and
a recent analysis combining data on the deuteron quadrupole
form factor with the polarization-dependent observables t20
and T20. The current status of these results for GEn is shown
in Fig. 1. We have omitted the results of Jones-Woodward
et al. [32], Thompson et al. [33], and Meyerhoff et al. [38]
from this plot as these results were not corrected for nuclear

physics effects. It should be noted that the results of Herberg
et al. [23] and Bermuth et al. [43] supersede those of Ostrick
et al. [18] and Rohe et al. [42], respectively, as the former set
reported the final results (corrected for nuclear physics effects)
for their respective experiments.
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n

FIG. 1. Current status of results for GEn ( [10,12,23,34,39,41,43,
48,50,51] and this work). The Galster parametrization [37] is shown
as the solid curve. See Table I for the reaction types for the individual
data points.

025205-4

Gn
E via e − D elastic scattering

No free neutron – extract from e − D elastic scattering:

small θe approximation

dσ
dΩ

= · · · (Gp
E + Gn

E)2
Z

ˆ

u(r)2 + w(r)2
˜

j0(
qr
2

)dr · · ·

Galster Parametrization: Gn
E = − τµn

1+5.6τ GD

Plaster et al., Phys. Rev. C73, 025205 (2006) 

Platchkov et al., Nucl. Phys. A510, 740 (1990) Saclay data  
 
Gen as determined from elastic electron-
deuteron scattering  (~280 citations) 

Model 
dependence 

 

JLab and Mainz polarization data 

1990 

2006 



Three-nucleon system: 3He and 3H 
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A. Amroun et aL /Nuclear Physics A579 (1994) 596-626 
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Fig. 2. Tritium and helium targets. 

u  Saclay tritium target (1985):  
n  Sealed target, P = 3 bars, cooled by liquid hydrogen at 20 K 
n  Safety: 4 containers with many sensors, two independent computers 
n  Activity: 10 kCi (3.7x1014 Bq)  
n  Target length: 5 cm 

Juster et al., PRL 55,  461 (1985)  



Three-nucleon system – form factor measurements 
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Charge form factors Magnetic form factors 

Juster et al., PRL 55,  461 (1985)  

Cavedon et al. PRL 49, 986 (1982)  

Amroun et al., PRL 69,  253 (1992)  Amroun et al., Nucl. Phys. A579, 596 (1994)  

Meson-exchange currents are mandatory for a good description, 
particularly for magnetic form factors 
Three-body forces have a minor effect  



Configuration mixing in 70,72,74,76Ge isotopes 
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10'

=70Ge (e, e')
o 15

The transition charge density can then be written as

P=7T, V

10 '

10- 2 10 3

10-' 10

10-'

10

10- 8

LP
CV

I t I I

0 2 4 6 8 10
r (fm)

10-7

10-8
1.0 2.0 3.0

g (fm ')
FIG. 1. Form factors and corresponding transition densi-

ties for the 2I+ and 22+ states in Ge. The lines passing
through the experimental points are the best fits to the data.
The error band on the densities takes into account the statis-
tic and systematic errors as well as the lack of knowledge at
high q.

The experiment clearly shows that this is not the case,
and that the second 2+ state in Ge is of a different
kind. This sudden change in the radial shape of the
transition density between two adjacent 2+ states is a
challenge for any theoretical approach trying to repro-
duce the collective properties of this nuclei.
To describe the experimental transition densities in

the interacting boson model, we have to introduce a
radial dependence. ' We write the E2 operator as

T (f) = g [ ~ ~(p)(s+d+d+g)
p=&, v

+P'"(r) (d+d)"')
where o~~ ~(r) and P~ ~(r) are the quadrupole boson
densities.

where 2 and B are matrix elements, and e„ande„are effective charges as defined in Ref. 11.
We describe the germanium isotopes with the two

configurations of Ref. 2. This leads to eight boson
densities for each nucleus.
In the absence of knowledge on the radial structure,

we set these eight densities to be the same for all the
isotopes. Moreover, we assume proton bosons and
neutron bosons to have identical quadrupole densities,
so that only four functions remain to be determined.
In order to extract these four radial densities we had

to choose four experimental transition charge densi-
ties. We took two of them as the first two 2+ in Ge
because these states belong mainly to the second con-
figuration and the first two 2+ levels in Ge where
the two configurations are the most mixed.
In the framework of this approximation, the ratios

(e /e„) in each configuration appear as free parame-
ters. The agreement between experimental and calcu-
lated transition densities is better when the ratio
(e /e„) is equal in both configurations, and large; we
have chosen a value of 10. In fact the results are not
sensitive to this choice provided that this ratio is large
enough ( ~ 5).
With the four extracted quadrupole boson densities

and the matrix elements obtained by the IBM-2 calcu-
lations of Ref. 2 we have calculated the transition
charge densities for the four remaining 2+ states in
Ge and Ge. All the calculated densities are in good

agreement with the experimental densities including
the one of the second 2+ in Ge whose strange
behavior is very well reproduced (Fig. 3).
This is a remarkable result if one remembers that in

order to extract the quadrupole boson densities we
have used surface-peaked transition densities only.
The central question is then the following: Why

does this sudden change in shape occur between these
neighboring 22+ states?
The hypothesis of two intrinsic states coexisting in

these nuclei nicely explains the strange feature of the
first excited 0+ levels. In this picture the two first 0+
states are both ground states of two different confi-
gurations whose energy splitting varies from one iso-
tope to the other. 2
The sudden change in shape between the 22+ states

of Ge and Ge is not surprising in terms of this con-
figuration mixing. In Ge both 2&+ and 22+ states be-
long essentially to the first configuration. We found
that the first 2+ has a surface-peaked shape while the
22+ exhibits an oscillatory shape. We predict also the
same features in Ge, which is not measured because
it is unstable.

644

n  Inelastic (e,e’) scattering 
n  Transition charge densities of the first 

2+ states in 70,72,74,76Ge isotopes 
n  (p,t) and (t,p) reactions: hints for 

configuration mixing 

Bazantay et al., PRL 54, 643 (1985) 

Electron scattering spectrum 

21
+ 

22
+ 

70Ge(e,e’) 
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FIG. 2. Experimental transition charge densities for the four 2~+ and 2~+ states in the germanium isotopes.

On the contrary, in Ge, the 2~+ and 2~+ levels be-
long to the second configuration and both have
surface-peaked shapes. In Ge, because of the energy
splitting between the two configurations, the first 2+
of the second configuration is the 23+ state. As neu-
trons are added, the splitting decreases and the two
configurations cross; the second one becomes the
lowest in energy (as in 76Ge), and the first one lies
higher up. Because the first configuration goes up in
energy, the 2+ state with the oscillatory density goes
up also; in Ge, it is the third 2+. Since we measured
only the first two 2+, this explains why we do not ob-

Ge J"= 2+ 6
2

1 I

74Ge S"=Z+2

I

CD

I

I I 1

70Ge ym g+
1

— 15

10 10

0 2 4 6 8 'lQ 0 2 4. 6 8 10

r (fm)
FIG. 3. Comparison between the predicted (thin line) and

experimental (thick line) transition densities.

serve experimentally levels with an oscillating density
in 7~Ge and the following isotopes.
In summary, we have measured the shape of the 2~+

and 2&+ transition densities in Ge; with the
exception of the 2&+ in Ge, all these transition densi-
ties have a standard surface-peaked shape. We have
shown that the apparent anomalous behavior of the 2&+

transition densities can be interpreted as a configura-
tion crossing. The interacting boson model combined
with the configuration-mixing technique appears to
offer a powerful tool to describe the shape coexistence
effects. Clearly, the phenomenological approach used
here contains the right degrees of freedom to describe
in detail the collective behavior of such soft nuclei.
The next step is to use this guide to derive these prop-
erties in a microscopic approach.
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FIG. 2. Experimental transition charge densities for the four 2~+ and 2~+ states in the germanium isotopes.

On the contrary, in Ge, the 2~+ and 2~+ levels be-
long to the second configuration and both have
surface-peaked shapes. In Ge, because of the energy
splitting between the two configurations, the first 2+
of the second configuration is the 23+ state. As neu-
trons are added, the splitting decreases and the two
configurations cross; the second one becomes the
lowest in energy (as in 76Ge), and the first one lies
higher up. Because the first configuration goes up in
energy, the 2+ state with the oscillatory density goes
up also; in Ge, it is the third 2+. Since we measured
only the first two 2+, this explains why we do not ob-

Ge J"= 2+ 6
2

1 I

74Ge S"=Z+2

I

CD

I

I I 1

70Ge ym g+
1

— 15

10 10

0 2 4 6 8 'lQ 0 2 4. 6 8 10

r (fm)
FIG. 3. Comparison between the predicted (thin line) and

experimental (thick line) transition densities.

serve experimentally levels with an oscillating density
in 7~Ge and the following isotopes.
In summary, we have measured the shape of the 2~+

and 2&+ transition densities in Ge; with the
exception of the 2&+ in Ge, all these transition densi-
ties have a standard surface-peaked shape. We have
shown that the apparent anomalous behavior of the 2&+

transition densities can be interpreted as a configura-
tion crossing. The interacting boson model combined
with the configuration-mixing technique appears to
offer a powerful tool to describe the shape coexistence
effects. Clearly, the phenomenological approach used
here contains the right degrees of freedom to describe
in detail the collective behavior of such soft nuclei.
The next step is to use this guide to derive these prop-
erties in a microscopic approach.
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IO for the A, =6 density the statistical uncertainty dominates
even in the region of the peak. As expected, the contri-
bution of the completeness uncertainty is largest for very
small radii.

IO
IV. DISPERSIVE EFFECTS

~ lp'
b C',

b C',

io'

)
p- l2

(
p- I5

I 2

q„,(fm }

FIG. 3. Measured form factors for elastic (A.=O) and inelas-
tic (A, =2, 4, and 6) electron scattering from the ground state ro-
tational band of '"Sm. The solid curves are based on a fit to
these data using Fourier-Bessel expansions for the nuclear
charge densities.

both the 8 (E4f ) and B(E6f ) extracted from the fit were
relatively insensitive to the value of the matching radius
R&, , both varied by less than their uncertainty as R&,
was varied from 8.0 to 10.5 fm.
The results of the fits to the experimentally determined

form factors are shown in Fig. 3. For purposes of con-
venient presentation in this figure, the experimental cross
sections, which were measured at a variety of beam ener-
gies, have been normalized to a beam energy of 500 MeV
and plotted as a function of the effective momentum
transfer. The ground state and transition charge densi-
ties obtained from this analysis are shown in Fig. 4 to-
gether with the total uncertainty including the statistical
and systematic error in the measurements and the incom-
pleteness error. In Table III we list the fitted density pa-
rameters along with the values of R&, and R&. The de-
tails of the contributions of statistical, systematic, and
completeness uncertainties to the overall uncertainties in
the ground state and transition charge densities are also
shown in Fig. 4. For the ground state density, each of
these uncertainties makes roughly comparable contribu-
tions to the overa11 uncertainty. For the k=2 and 4 den-
sities, the statistical uncertainties dominate everywhere
but at the peak of the density; there the contribution
from the normalization uncertainty is largest. However,

Before comparing these densities with the predictions
of Hartree-Fock-Bogoliubov theory, it is worthwhile to
comment on the additional uncertainties in the densities
due to the neglect of possible two-step (or dispersive) pro-
cesses in our analysis of the electron scattering data.
Cardman et al. used the coupled-channel computer
code zENITH (Refs. 33—35}to examine the importance of
dispersive effects on the analysis of the data from the ear-
lier Saclay/Tel-Aviv and NBS/NIT studies of electron
scattering from the ground state rotational band in ' Sm.
They found that the dispersive corrections to the A, =O
and A.=2 scattering were small, of order 5—10%,but the
corrections for the A, =4 and A, =6 scattering, where
sequential excitations of lower multipolarity can occur,
were considerably larger, as much as 20% and 50% in
the diffraction minimum of the A, =4 and A, =6 form fac-
tors, respectively (see Fig. 2 of Ref. 32). The application
of these corrections in the analysis of the data from the
Saclay/Tel-Aviv experiment resulted in changes in the in-
ferred transition charge densities that were well con-
tained within the error band describing the uncertainties
in those densities from other sources (statistical errors,
systematic errors, the incompleteness error due to the
finite q range, etc.}.
The quality of the data now available on electron

scattering from ' Sm has improved significantly; the
number of data points has increased, typical statistical
and systematic uncertainties have decreased, and the
maximum momentum transfer measured has increased.
All of these improvements have resulted in a reduction in
the uncertainties in the inferred charge densities; the data
now determine the shape of these densities throughout
the nuclear volume. (Compare, for example, Fig. 4 with
Fig. 4 of Ref. 32.) Because the charge densities inferred
from a complete analysis of all presently available data
are in reasonable agreement with the densities obtained
from the earlier Saclay/Tel-Aviv experiment, the disper-
sion corrections calculated following the procedure out-
lined in Ref. 32 would be essentially unchanged. Com-
paring these corrections with the density uncertainties
obtained in the analysis of the present data, we note that
the uncertainty due to dispersive effects can now be es-
timated as comparable to that due to all other sources of
experimental error, rather than well-contained within the
error band. On the other hand, the uncertainty due to
the neglect of dispersive effects is small compared with
the differences between the HFB transition densities cal-
culated using different effective forces (see Sec. IV}. As a
consequence one can still state with confidence that these
data provide a very sensitive and precise test of the
theory, but one should pay more attention to dispersive
effects if the quality of the experimental data improves
beyond its present high level of accuracy.

n  Transition charge densities for 0+, 2+, 4+, 6+ Phan et al., PR  C38, 1173 (1988)  

(ρHFB – ρEXP)  x 10  

Comparison with a triaxial DD HFB calculation  
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n  two versions of the D1 Gogny force 
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and

tan( y )=&3q2/q0,
where

& r2& =x2+y2+z2 .
Solution of the variational equation (7} for a variety of

constraint conditions [Eqs. (8)] permits us to determine
self-consistently the potential energy of the nucleus as a

function of its deformation. This surface can be present-
ed as a function E (q0, q2) of the collective coordinates, or
alternately, as a function E (P, y ) of the more traditional
Bohr parameters. The lower half of Fig. 5 displays the
potential energy surface V(P, y ) of the ' Sm in the (P, y )
plane. The calculated potential has an axial minimum
near P=0.3. This minimum is rather soft in both the P
and the y directions, implying that ' Sm cannot be de-
scribed well using only the HFB wave function corre-
sponding to the minimum of the potential energy. There-
fore, we have employed a dynamical treatment to define
the total wave function of the nucleus as a superposition
of deformed HFB wave functions within the framework
of a collective model.

C. Nuclear dynamics

In order to treat the dynamical deformations in ' Sm
we have used an approximate treatment that leads to a
Bohr-like Hamiltonian rather than attempting to solve
the more exact GriSn-Hill-Wheeler equation. We write
the nuclear Hamiltonian as

V(1 0&P2)+ 2(~001 0+ ~02POP2+~221 2}

&I,'&
(9)

l
Ji
ri
j ~

p.O
p. l

v(p, )(Mev)

where V(p0, p2) is the collective potential42 deduced by
subtracting the zero point energy from the HFB energy
E(p0, p2}. The other terms in Eq. (9) represent the collec-
tive kinetic energy, which is governed by the vibrational
mass parameters 8 „(rn,n =0,2) and by the rotational
moments of inertia 2„,2, and 2, . The collective vari-
ables p0 and p2 are related to the Bohr parameters p and
y by p0= p cos(y ) and p2——p sin(y ). The inertia parame-
ters have been calculated in the cranking approximation
starting from the HFB quasi-particle wave functions.

(0
D. Transition charge densities

In p0)r)2 collective space the total wave function has the
explicit form

I
Ini~&= J g rzIK~ IK(&0»2)

K=0

X [D~K(Q)+(—1) DIjr «(Q)]
XR (Q)pit (x;)dp0dp2dQ, (10)

P((ye'

FIG. 5. (a) The collective wave function amplitudes gooo for
the ground state of ' Sm; and (b) the potential energy surface of
the ground state of" Sm as a function of the deformation pa-
rameters P and y.

where I is the total angular momentum, E is its projec-
tion on the intrinsic z axis, and n is an index used to label
the nuclear state (n =0 is the ground state, n =1 the first
excited state, etc.). D~~« is the Wigner D matrix and R is
the rotation operator, which depends on the three Euler
angles between laboratory and the intrinsic axes.
represents a purely collective wave function that depends
only on the shape variables; it includes the metric

[(a~a22—a022)S„S,S,]'" .
The HFB wave function P depends on the nuclear vari-
able x; (i =1,A), as well as on the shape parameters p0

(β,γ) potential energy surface 

The ground-state rotational band of 152Sm is well described by triaxial 
HFB calculation 
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a large momentum mismatch between entrance and exit channel. For these two 
reasons, reactions like (e, e’p) or (p, 2p) are far better suited for the investigation 
of the deeply bound states. Refraction and absorption through the projectile-target 
interaction is smaller because elementary particles only are used, and the quasi-free 
scattering process has no problems with momentum mismatch. To the contrary, the 
momentum to be picked up from the nucleus can be varied at will, and the momentum 
distributions of the bound nucleons in individual shells can be mapped out. 

The quasi-free scattering reactions thus give an unique access to a number of 
properties which are very important for the theoretical understanding of the nucleus. 
But the beauty of the quasi-free scattering process is counterbalanced by a vastly 
increased effort necessary to carry out such experiments with the desirable energy 
and momentum resolution. This is the reason why up to now a very limited amount 
of information has been furnished by such (e, e’p) [ref. ‘)I and (p, 2p) [ref. ‘)I 
experiments. The (p, 2p) and (e, e’p) reactions both are best carried out at energies 
of more than several hundred MeV. In this case enough energy (up to 100 MeV) is 
available to remove a deeply bound nucleon from the target nucleus. Also, one then 
is left with reaction products of a sufficiently high energy to minimize the nucleon- 
target interaction (distortion), the principal effect that impairs the mechanism of 
quasi-free scattering on an individual nucleon. At these high energies, the (p, p) 
and even more so the (e, p) cross section is small, the achievement of an energy 
resolution necessary to correctly separate the outer shells (E 1 MeV) requires con- 
siderable effort, and large-duty-cycle accelerators are necessary for these coincidence 
experiments. 

Assuming, for the moment, negligible distortion of the ingoing and outgoing 
waves, we can view the (e, e’p) reaction as a quasi-free scattering process. An incident 
electron (momentum e, energy e) is scattered elastically from a moving proton 
(momentum p, separation energy E), bound in a nucleus (with mass A). The momen- 
tum q = e - e’ and energy o = e - e’ transferred to this proton lead to a free proton 
(momentum p’, kinetic energy T’) and an electron (momentum e’, energy e’), see 
fig. 1. In the plane wave impulse approximation, t,he rest of the nucleus (with mass 
MA_ J is not influenced, i.e. moves on with the momentum P = - p it had before 

Fig. 1. The quasi-free (e. e’p) reaction. 
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Figure 1 

Longitudinal response functions of JHe, **C and %a at constant momentum transfer. The 
curves are from Refs. 12 and 13; the data are from Refs. 5 and 6. 

For 12C and MCa the calculations by Horikawaet aLt3 are compared to the data5+6. Horikawa 

used Woods-Saxon single particle wave functions and the final state interaction of the knocked 

nucleon is calculated within an optical potential description. The formalism accounts for both 

the loss of flux in the one nucleon removal channel and the excitation of the multinucleon 

ones. Two questions arise from this comparison. 

l Why is there such a difference between theoretical and experimental longitudinal response 

functions when the same models give very good agreement with the total response function? 
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Nuclear matter effect: significant suppression (up to 30%) 

response function is dominated by the single nucleon
contribution [4] and the effect of RPA-type correlations
is relatively small. Our results in Fig. 3 show good
qualitative agreement with the 208Pb data from
Refs. [28,37]. In a more sophisticated calculation, includ-
ing, for example, the neutron excess, Delta baryon and
finite nuclear size corrections, the quenching of RLðω; qÞ
would persist and is therefore a robust prediction.
Results for the CSR of Eq. (2), using a nucleon

electromagnetic current operator evaluated at three baryon
densities: ρB ¼ 0, 0.1, 0.16 fm−3, are presented in Fig. 4.
For the free current (ρB ¼ 0) we illustrate both Hartree and
RPA results and find that for jqj≳ 0.7 GeV correlations do
not materially contribute to the CSR (similar results are
found for other baryon densities). For jqj≃ 1 GeV the CSR
for the free current takes the value SL ≃ 0.82, which is
considerably lower than the nonrelativistic expectation of
unity. However, if we take the nonrelativistic limit of our
result we do recover the naive expectation that the CSR
saturates at unity for jqj much greater than the Fermi
momentum. Therefore, at jqj≃ 1 GeV we find relativistic
corrections to the CSR of roughly 20%, which in general
are not adequately described by the relativistic correction
factor proposed by de Forest [54]. Using the NM current
(ρB ¼ 0.16 fm−3) results in a significant further quenching
of the CSR for jqj≳ 0.5 GeV. For example, at jqj≃ 1 GeV
we find that the modification of the nucleon form factors by
the nuclear medium results in an additional 30% reduction
in the CSR. The driver of this effect is the medium-induced
change to the proton Dirac form factor illustrated in Fig. 1.
Modification of the Pauli form factors is less important
because their contributions are suppressed by jqj2=4M2

N
and F2pðnÞ=2MN is largely unchanged in medium. These
results demonstrate that the CSR is a particularly sensitive

measure of even slight changes in the nucleon form factors,
because with increasing jqj these effects are cumulative.
This dramatic quenching of the CSR has also been seen

in other calculations [52,57], where the internal structural
properties of bound nucleons are also self-consistently
modified by the nuclear medium. Such observations are
consistent with many experiments on various nuclei (e.g.,
Refs. [24,26,28,37,58–60]), as illustrated in Fig. 4 with a
comparison to 208Pb data from Refs. [28,37]. However,
calculations that assume an unmodified nucleon electro-
magnetic current [61–64], including the state-of-the-art
Green function Monte Carlo (GFMC) result for 12C from
Ref. [4], consistently find at most modest quenching of the
CSR. In Fig. 4 the GFMC calculation is contrast with our
CSR result, obtained using a nucleon current evaluated at a
baryon density typical of 12C [55], which again finds a
dramatic quenching; the squares are the 12C data from
Refs. [56], which at the largest jqj cannot distinguish
between the two results. Both of these formalisms have
many compelling features. For example, the GFMC
approach has had success at describing properties of
A ≤ 12 nuclei [1,4,5], whereas our QCD motivated for-
malism provides a natural explanation for the EMC effect
[23,42–44]. This impasse over the CSR stands to be
resolved, however, by forthcoming quasielastic electron
scattering results from Jefferson Lab, at high momentum
transfer and on a variety of nuclear targets [38].
Verification, or otherwise, of the quenching of the CSR
therefore promises to soon reveal critical aspects of the
explicit role played by QCD in nuclei.

This work was supported by the U.S. Department of
Energy, Office of Science, Office of Nuclear Physics,
Contract No. DE-AC02-06CH11357; the Australian
Research Council through the ARC Centre of Excellence

FIG. 4. CSR determined using a nucleon electromagnetic
current operator at ρB ¼ 0, 0.1, 0.16 fm−3; corresponding to a
free nucleon current; at a density typical of 12C [55]; and at
nuclear matter saturation density. The data for 208Pb is from
Refs. [28,37] and for 12C from Refs. [56], both without the
relativistic correction factor of de Forest [54] [to coincide with
Eq. (2)]. The GFMC results are taken from Ref. [4].

FIG. 3. Hartree and RPA results for the longitudinal response
function in isospin-symmetric nuclear matter. Results labeled free
current are obtained using the free nucleon electromagnetic
current operator, whereas the NM current results use the in-
medium current evaluated at ρB ¼ 0.16 fm−3. The 208Pb data at
jqj ¼ 0.5 GeV is from Refs. [28,37].
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a large momentum mismatch between entrance and exit channel. For these two 
reasons, reactions like (e, e’p) or (p, 2p) are far better suited for the investigation 
of the deeply bound states. Refraction and absorption through the projectile-target 
interaction is smaller because elementary particles only are used, and the quasi-free 
scattering process has no problems with momentum mismatch. To the contrary, the 
momentum to be picked up from the nucleus can be varied at will, and the momentum 
distributions of the bound nucleons in individual shells can be mapped out. 

The quasi-free scattering reactions thus give an unique access to a number of 
properties which are very important for the theoretical understanding of the nucleus. 
But the beauty of the quasi-free scattering process is counterbalanced by a vastly 
increased effort necessary to carry out such experiments with the desirable energy 
and momentum resolution. This is the reason why up to now a very limited amount 
of information has been furnished by such (e, e’p) [ref. ‘)I and (p, 2p) [ref. ‘)I 
experiments. The (p, 2p) and (e, e’p) reactions both are best carried out at energies 
of more than several hundred MeV. In this case enough energy (up to 100 MeV) is 
available to remove a deeply bound nucleon from the target nucleus. Also, one then 
is left with reaction products of a sufficiently high energy to minimize the nucleon- 
target interaction (distortion), the principal effect that impairs the mechanism of 
quasi-free scattering on an individual nucleon. At these high energies, the (p, p) 
and even more so the (e, p) cross section is small, the achievement of an energy 
resolution necessary to correctly separate the outer shells (E 1 MeV) requires con- 
siderable effort, and large-duty-cycle accelerators are necessary for these coincidence 
experiments. 

Assuming, for the moment, negligible distortion of the ingoing and outgoing 
waves, we can view the (e, e’p) reaction as a quasi-free scattering process. An incident 
electron (momentum e, energy e) is scattered elastically from a moving proton 
(momentum p, separation energy E), bound in a nucleus (with mass A). The momen- 
tum q = e - e’ and energy o = e - e’ transferred to this proton lead to a free proton 
(momentum p’, kinetic energy T’) and an electron (momentum e’, energy e’), see 
fig. 1. In the plane wave impulse approximation, t,he rest of the nucleus (with mass 
MA_ J is not influenced, i.e. moves on with the momentum P = - p it had before 

Fig. 1. The quasi-free (e. e’p) reaction. 
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QUASI-FREE (e, e’p) 473 

8% PG 180 M&J/” 

MISSIffi ENERGY (McV) 

Fig. 9. Missing energy spectra from “C(e, e’p), (a) 0 S P 5 36 MeV/c, (b) SO $ P 5 180 MeV/c and 
(c) 0 s P s 60 MeV/c for 20 5 E 5 60 MeV. 

3OG E< 50 MeV 

0 50 la, ls0 2co 250 300 
RECOIL MOMENTUM (M&/c) 

Fig. 10. Momentum ~s~ibution from “C(e, e’p); (a) I5 s E 4 21.5 MeV and (b) 30 5 E s 50 MeV. 
The solid and dashed lines represent DWIA and PWIA ~lcula~ons respectively, with nonfiction 

obtained by a fit to the data. 

shells of “C. The lp, shell, at a separation energy of 16 MeV (fig. 9), exhibits 
the expected I = 1 distribution having a zero at P = 0 and a single maximum at 
PW 100 MeVJc. The two lines occurring in S(E, P) at 18 and 21 MeV correspond 

Missing energy  
Momentum distributions  
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2.  (e,e 'p)  React ions on medium nuclei  

2.1 MOMENTUM DENSITY DISTRIBUTIONS 

The avai lable (e,e 'p)  resul ts on A > 4 nuclei  are l isted in Table 1.  One 
sees that  Kharkov (essent ial ly on l ight  nuclei)  and Saclay are the only labora-  
tories in which such experiments are st i l l  performed.  The resul ts reproduced the 
essent ial  features of  PWBA + IPM.  They have been analysed using factorizat ion of  
equat ion (1)  for the cross sect ion,  where essent ial ly kinemat ical  correct ions 
were made in the half  off-shel l  electron-proton cross sect ion [see appendix of  
ref .")l .Final  state proton-nucleus interact ions have been taken into account  by 
using distorted waves computed in an opt ical  potent ial  (DWBA treatment) ,  thus re-  
placing equat ions (1)  and (2)  by equat ions (3)  and (4)  

do 

d; 'dp '  
=K&.  SD(; '&E)  

SD(b ' ,bB,E)  = g PJ(E,~$~(if ' ,?$~z 

(3)  

where t '  and $ are the final  proton and residual  nucleus momentum respect ibely.  
Fig.1 shows as an example the "distorted" momentum densi ty distribut ions I@ 1" 
for the 12C(e,e 'p)  react ion 11)  corresponding to the 1 p and 1 s hole stat&.  
As the 1 p hole state is close to an eigenstate (in fact ,  the ground state)  of  
the final  nucleus,  wi th a spectroscopic factor % 1,  one can direct ly compare i ts 
momentum distribut ion to the corresponding single part icle one.  A good fi t  is 
obtained wi th a Woods Saxon type wave funct ion from El ton and Swift13) ,  which 
reproduce elast ic electron scat tering data.  A simi lar good fi t  wi th a 1 s part i-  
cle densi ty is obtained for the momentum distribut ion in the energy region 
30 < E < 50 MeV,  al though the strength is distributed over a wide energy range.  
No significant  changes in the momentum densi ty are observed if  one divides this 
range into smal ler bins,  but  the stat ist ical  errors are large.  It  would be very 
valuable to repeat  this experiment  wi th much higher stat ist ics,  which is out  of  
the exist ing experimental  possibi l i t ies.  

- DWIA 

_--_ PWIA - 

3OtEmt5Ot.W 

fig.1 Momentum distribut ion of  proton lp (left)  and 1s (right)  hole state ' in 12C 
(from ref")  

Recent  improvements have been made in comput ing the non-factorized (e,e 'p)  
cross sect ion in order to account  properly for the final  state interact ions 
(FSI), especial ly when including spin-orbi t  distort ion14) .  The effect  is to 

1p 1s 

Access to: single-particle energy and momentum distributions, 
occupation probabilities, bound nucleon properties 

   

1s 1p 

Mougey et al., Nucl. Phys. A262,461 (1976).   
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n  Question: are nucleon properties modified in the nuclear 
medium? 
n  in PWIA:     

n  Goal:  
n  study bound σep q-dependence 
n  separate L and T contributions 
n  compare to DWBA calculations 
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FIG. 2. The ratio of the longitudinal to transverse cross sec-
tions for a bound proton expressed as R-(L /T )/(L '/
T c'), where CC1 denotes theoretical reference cross sections
(see text). Theory curves are as in Fig. l.

FIG. l. The q dependence of (a) the longitudinal and (b)
the transverse cross section for a proton bound in Ca ex-
pressed respectively as double ratios: L [L (q)/T (qo) l/
[L ccl (q )/Tccl (qo)] and T~ [TP(q)/T P(qo) l/[7 ccl (q)/
T '(qo)], where CC1 denotes theoretical reference cross sec-
tions (see text). Solid circles denote cross sections for missing
energies below the two-nucleon emission threshold. Open cir-
cles denote points above this threshold. The bracketed points
in (b) correspond to the dip region of the transverse response.
The dotted curve indicates the a-co prediction (Ref. 23). The
dashed curve denotes predictions of a soliton model (Ref. 12)
having a mean density 3 that of nuclear matter and nucleon
form factors modified from those of free space.

For T the values corresponding to the two lowest-
momentum-transfer points are 30% less than those at
higher momenta. These two points are in the dip region
(Aro=100 MeV), where from inclusive experiments we
know that exchange currents cannot be neglected.
Hence these points are not appropriate for the study of
one-nucleon interactions; consequently they have been
excluded from our final analysis. On the other hand, for
the three points remaining located near or below the QE
kinematics (hro ~ 0), the contribution of exchange
currents is expected to be small. For these points we find
a q dependence for T strikingly close to the CC1 pre-
diction.
In contrast, the L cross section exhibits a smooth be-

havior for all points. We expect no anomalous behavior
here because longitudinal photons have a small coupling
to exchange currents for all values of h, co. Within the er-
ror bars, the q dependence of L is again parallel to the
CCl prediction within the errors bars, but the experi-
mental accuracy is less than that for T . We point out
the existence of a significant 30% reduction for the longi-
tudinal structure function relative to the transverse. This
can be due to either anomalously small longitudinal or

anomalously large transverse contribution or both.
In order to confirm this last feature, we formed the

longitudinal-to-transverse cross-section ratio, L /T for
all p values: 40, 80, 115, and 140 MeV/c. We display
in Fig. 2 the double ratio R =(L /T )/(L '/T ') for
all the points of Table I except those in the dip region.
As we do not observe any significant difference between
the low- and high-missing-energy bin, for these points,
we have averaged the ratios over e . The reduction al-
ready observed in Fig. I for p =115 MeV/c evidently
applies to all four p values. Averaging the ratios of all
the points shown leads to the value R =0.65+'0.04.
This reduction is reminiscent of and consistent with what
is observed in the inclusive data. The results of the in-
clusive and exclusive experiments can be related by use
of a nuclear model. If done with a Fermi-gas model, the
inclusive Ca data yield R =0.69, in striking agreement
with the exclusive result (in the inclusive experiment the
reduction of R is due to an anomalously low longitudinal
cross section' ). A similar but somewhat smaller effect
has also been observed in the reaction ' C(e,e'p) "B .
Several attempts have been made to account for the

L/T anomaly observed in the inclusive experiments and
now confirmed in our exclusive experiment. For exam-
ple, the role of correlations has been investigated in the
nonrelativistic framework but does not account for the
discrepancy. Attempts to go beyond the traditional ap-
proaches have led to suggestions that modifications of
the nucleon current within the nucleus may account for
the anomalous behavior. " ' Within this context, a
simplified version of a mean-field model, the cr-co model,
has been proposed. A calculation based upon a crude
version of this model (without FSI and correlations) was
made by de Forest. Another approach, as mentioned
initially, involved a "swelling" of the nucleon, i.e., a
modification of its form factors. Such an approach with
a soliton model has been realized by Celenza et al. ' but
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σ (e,e ' p) = d 6σ

de 'dΩe 'dp 'dΩ p '

= K dσ
dΩ

⎛
⎝⎜

⎞
⎠⎟ p

S( !p, E)

free proton FF 

modified FF 

No modification of the bound proton FF 
L-response quenching R ~ 65%  

Reffay et al., PRL. 60,776 (1988).   
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n  Electron machine 
n  Beam energy: between 100 and ~500 MeV 
n  Electron currents:  >> 100 mA  
n  Duty cycle: >1% OK; coincidence: 100%  
n  Luminosity: higher L => larger q, access to more processes…   

n  Detection system  
n  Resolution: 100 keV or better  
n  Angular range: high enough (25° – 155°?)  
n  Background : low, mandatory if low cross section measurements 

n  Coincidence experiments? 
n  Large energy and momentum acceptances 
n  Good energy and momentum resolutions 
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